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Research in Construction Grammar assumes no strict separation between syntax 
and the lexicon. However, recent work by Goldberg (1995, 2006) shows that 
there is indeed a separation between lexical entries and grammatical construc-
tions, including constraints regulating the fusion of grammatical constructions 
with verbs. This paper argues that Goldberg’s characterization of the interactions 
between lexical entries and grammatical constructions faces some of the same 
difficulties as the interactions between lexical entries and transformational rules 
in the Chomskyan framework (Chomsky, 1965, 1981, 1995). Drawing on a vari-
ety of corpus data this paper presents specific proposals that should be consid-
ered in order to arrive at a solution that overcomes difficulties inherent to Gold-
berg’s approach. Based on a discussion of the concepts of analogy, collocational 
restrictions, frequency, and productivity this paper proposes to encode different 
types of semantic, pragmatic, and syntactic information in such a way that it is 
possible to account for a given utterance from a comprehension perspective, as 
well as a production perspective.
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1.	 Introduction

Research in Construction Grammar (henceforth CxG) takes as its starting point 
the hypothesis that there is no strict division between what has been called “the 
lexicon” and “syntax” in other theoretical frameworks (Bloomfield, 1933; Chomsky, 
1965, 1981, 1995). For example, Goldberg (1995, p. 7) argues that “both lexical and 
syntactic constructions are essentially the same type of declaratively represented 
data structure: both pair form with meaning.” On this view, “there are basic com-
monalities between the two types of constructions (…) that blur the boundary.” 
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One major advantage of the constructional approach over other syntactic theories 
is that it requires no separate linguistic “modules,” underlying syntactic forms or 
transformations. There are different strands of CxG, each differing in how they 
employ formalisms, how they regard psychological plausibility, and how they view 
the role of motivation in language, among other things. For a comparison of con-
structional approaches please see Fried & Östman (2004) and Goldberg (2006). 
The main goal of this paper is to determine the success of the implementation of 
a unified lexicon-syntax continuum in Goldberg’s version of CxG (also known as 
“Cognitive Construction Grammar”) and to suggest a number of methodological 
modifications that will help improve the current architecture of different construc-
tional approaches. Throughout this paper I will use the terms Construction Gram-
mars and constructional approaches to refer to the different versions of Construc-
tion Grammar. The term Construction Grammar (or CxG) will be used to refer to 
Goldberg’s (1995/2006) constructional approach.

For example, a sentence such as He talked himself blue in the face (Goldberg, 
1995, p. 189) involves an end result state which is typically not directly attributable 
to the meaning of talk alone. Goldberg (1995) argues that there is an indepen-
dently existing resultative construction capable of contributing additional argu-
ments to a verb’s meaning. One of the advantages of this approach is that it avoids 
positing ad hoc verb senses for verbs such as talk by attributing the resultative 
meaning to an independently existing meaningful construction whose meaning is 
‘X CAUSES Y TO BECOME Z’ (Goldberg, 1995, p. 3). While this view of gram-
matical constructions captures the distribution of numerous resultatives, it is not 
entirely clear what prevents sentences such as *He spoke himself blue in the face 
(Boas, 2003a, p. 105) from being licensed. That is, although speak independently 
encodes a very similar meaning as talk, it does not seem to be compatible with the 
resultative semantics.

This difference illustrates that the semantics of meaningful constructions in-
teract with the semantics of verbs such that a constructional pattern can be li-
censed in some cases, but not in others that are closely related in meaning. Un-
derstanding this phenomenon necessitates taking a close look at the structure of 
lexical entries and grammatical constructions to determine the factors that influ-
ence the licensing of any type of utterance in CxG. The goal of this paper is to 
demonstrate that research in CxG can solve the problem of how lexical entries and 
grammatical constructions interact to produce the full range of attested constructs 
of a language.

The remainder of this paper is structured as follows. Section two serves as a 
theoretical comparison by providing a summary of how the separation of the lexi-
con and syntax is modeled in the Chomskyan framework.1 This overview serves as 
the basis for our review of the structure of lexical entries and grammatical construc-
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tions in section three. Section four discusses a number of problems faced by one 
of the most prominent constructional approaches, namely Goldberg’s (1995/2006) 
account. It shows that her characterization of the interactions between lexical en-
tries and independently existing meaningful constructions faces some of the same 
difficulties as the interactions between lexical entries and transformational rules 
in the Chomskyan framework. Section five suggests a number of strategies that 
should be considered in order to arrive at a solution that overcomes difficulties 
inherent to Goldberg’s approach as well as to other constructional accounts. The 
last section summarizes our findings and suggests directions for further research.

2.	 The status of lexical entries in the Chomskyan framework

Since the beginnings of generative transformational grammar in the 1950s, lin-
guists of different theoretical persuasions have argued for mechanisms that are 
capable of “generating” an infinite number of sentences. Underlying this line of 
research is the idea that “[t]he lexicon is really an appendix of the grammar, a 
list of basic irregularities” (Bloomfield, 1933, p. 274). Based on the assumption 
that the lexicon is a separate component of the language faculty, adherents of the 
Chomskyan framework put forward a number of hypotheses that make it pos-
sible to determine “the fundamental underlying properties of successful gram-
mars” (Chomsky, 1957, p. 1). In one of the more recent versions, the Principles and 
Parameters framework (Chomsky, 1981), the lexicon is part of a modular archi-
tecture of grammar, which has various levels of representation. Van Riemsdijk & 
Williams (1986) describe this view of grammar as follows:

“The system has four levels of representation (D-Structure, S-Structure, LF, and 
PF) and three rule systems that relate these levels (“Move α”; LF-Movement, con-
trol theory, Reconstruction; deletion, filters, phonological rules). In addition, it 
has a number of separate modules that act like conditions on rule application (as 
in the case of Subjacency) or like well-formedness conditions on representations 
(as in the case of most other modules) or on rules (as in the case of X’-theory).”
 (Van Riemsdijk & Williams, 1986, p. 309)

Without going into the details of how sentential structures are licensed in frame-
works like this, a lexical entry for a verb like love in (1) would have to specify that 
it subcategorizes for a direct object NP.

	 (1)	 love: [ NP, NP ]

	 (2)	 Sascha loves Nicole.



Once the two NPs have been inserted into the open slots provided by love at Deep 
Structure (due to the application of syntactic phrase structure rules),2 the Deep 
Structure representation mirrors the semantic relationships between the verb’s two 
arguments Sascha and Nicole as in (2). Based on this representation, a number of 
movement rules and interpretive principles may apply to derive different types 
of S(urface)-Structures such as Does Sascha love Nicole? or Nicole, Sascha loves. 
The application of movement rules is restricted by a number of so-called well-
formedness conditions such as the Theta Criterion (Chomsky, 1981) or the Case 
Filter (ibid) that keep such rules from licensing unacceptable sentences. Finally, 
the surface structure string gets interpreted by the Logical Form (LF) module and 
spelled out by the Phonetic Form (PF) module.

While the interaction between different linguistic modules has been one of the 
cornerstones of the Chomskyan framework’s architecture for the last four decades, 
a number of its underlying theoretical assumptions are problematic. The first as-
sumption is that there is a strict separation between the lexicon and syntax. How-
ever, it is not clear how it is possible to decide whether semi-productive patterns 
such as idiomatic constructions and other multi-word expressions should be listed 
in what is called “the lexicon” or whether they should be captured by syntactic 
rules, i.e., generated by the “syntactic module” (see, e.g. Fillmore et al., 1988 and 
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	 X’-theory
	 of Phrase
	 Structure Rules	 Lexicon

	 D-Structure

	 “Move α”
	 (subject to Subjacency)

	 S-Structure

	 (a) deletion rules	 (d) rules of anaphora
	 (b) filters		  (including SSC/TSC)
	 (c) phonological rules	 (e) rules of quantification
		  (f) rules of control

Phonetic Representation / Phonological Form� Semantic Representation/Logical Form

     

Figure 1.  T-model of grammar
(Cf. Van Riemsdijk & Williams, 1986, p. 173) 
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Kay & Fillmore, 1999). This difficulty illustrates that although the lexicon is often 
thought of as consisting of a theoretically uninteresting repository of idiosyncra-
sies (Di Sciullo & Williams, 1987), determining its components is not an easy task. 
For example, is it sufficient to include for the verb laugh purely syntactic informa-
tion about the fact that it is intransitive? What about sentences such as Joe laughed 
his head off? Do we need general syntactic rules that derive this type of idiomatic 
expression from the verb laugh? If there is such a set of rules, how can we prevent 
them from applying to verbs like speak, thereby generating sentences such as *Joe 
spoke his head off? These issues suggest that the types of information captured by 
lexical entries in the Chomskyan framework are not sufficient (see also Sampson 
2001, pp. 122–179).

The desire to achieve uniformity of phrase structure configurations has led 
to an increased number of categories and constraints necessary to restrict inter-
actions between different linguistic modules (see, e.g., Ackerman & Webelhuth, 
1998, pp. 30–31). That is, each time a rule is postulated to derive a specific syntac-
tic structure, new constraints must be introduced in order to prevent the rule from 
over-generating. This problem is shared by other top-down approaches as well, 
because they typically start their analyses with a small set of sample data. Once 
more data are analyzed the number of existing constraints does not suffice to re-
strict the generative mechanisms from over-generation. Finally, it is not clear how 
much information should be contained in a lexical entry in order for higher-level 
generative mechanisms to produce the full range of attested utterances while rul-
ing out unattested ones.3 In the following section I turn to the architecture of CxG 
in order to see how this alternative framework models the interaction between 
lexical and syntactic information.

3.	 The role of lexical entries in Construction Grammar

All constructional approaches share the idea that there are no theoretical distinc-
tions between different areas of grammar such as core and periphery. Arriving at 
an adequate theory of language mandates examining more than a select number 
of syntactic phenomena, that is, the aim is to “undertake a commitment in prin-
ciple to account for the entirety of each language.” (Kay & Fillmore, 1999, p. 1) In 
contrast to most other theories of language, constructional approaches are laid 
out to be a non-derivational and non-modular theory of language without any 
strict division between the lexicon and syntax. One difference between the vari-
ous constructional approaches is that Fillmore et al. (1988) and Kay & Fillmore 
(1999) — in contrast to Goldberg (1995/2006) and Croft (2001) — do not regard 
all grammatical constructions as meaningful or motivated. On Goldberg’s view of 
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grammar, “much of language is idiosyncratic to varying degrees and must there-
fore be learned.” (Goldberg, 1999) At the center of Goldberg’s approach to CxG are 
“constructions” which are pairings of forms with meanings. For example, Gold-
berg (1995) defines a construction as follows:

C is a CONSTRUCTION iffdef C is a form-meaning pair <Fi, Si> such that some 
aspect of Fi or some aspect of Si is not strictly predictable from C’s component 
parts or from other previously established constructions. (Goldberg, 1995, p. 4)

In more recent work, Goldberg (2006, pp. 5–9) modifies her definition of construc-
tions by making room for pragmatic and discourse information under the pole of 
the construction (for alternative definitions of constructions, see Croft (2001, pp. 
17–21) and Fried and Östman (2004, pp. 18–23)). In contrast to other theoreti-
cal approaches such as the Chomskyan framework, which claim that only words 
encode meanings, Goldberg (1995) proposes that both words and constructions 
convey contentful meaning in the interpretation of sentences. In order to illustrate 
the mechanisms underlying the formation of sentences, it is necessary to first take 
a look at the structure of lexical entries in CxG. Then, we see how lexical entries 
interact with grammatical constructions.

3.1	 The structure of lexical entries

Adapting Fillmore’s (1982, 1985) theory of Frame Semantics and Lakoff ’s (1987) 
Idealized Cognitive Models, Goldberg (1995, pp. 24–66) describes lexical entries 
relative to some particular background frame that designates an idealization of a 
“coherent individuatable perception, memory, experience, action, or object” (Fill-
more, 1977, p. 84). To illustrate, compare the lexical entry for the verb talk in (3).

	 (3)	 talk < talker >� (Goldberg, 1995, p. 189)

The lexical entry for the verb talk includes information about one participant-role 
(the talker) which is the crucial part of a verb’s frame semantics. The bold face no-
tation indicates that the talker is a profiled role. “Lexically profiled roles are entities 
in the frame semantics associated with the verb that are obligatorily accessed and 
function as focal points within the scene, achieving a special degree of promi-
nence” (Goldberg, 1995, p. 44). According to Goldberg (1995, p. 28), lexical entries 
of the type in (3) only “make reference to world and cultural knowledge” but do 
not need to include syntactic information as “the mapping between semantics and 
syntax is done via constructions, not via lexical entries.” To see how this mapping 
is achieved in Goldberg’s framework, we now turn to the status of grammatical 
constructions and their interactions with lexical entries.
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3.2	 Interaction between verbs and constructions

According to Goldberg, constructions are meaningful entities that pair form with 
meaning independently of the particular verbs that instantiate them. In other 
words, constructions are capable of conveying meaning in the interpretation of 
sentences because they are associated with their own specific semantics by bear-
ing their own arguments. The meaning of a construction is encoded in terms of 
relationships holding between its abstract semantic roles, also known as argument 
roles (representing event types). To illustrate, consider the resultative construction 
in Figure 2, which pairs a specific meaning ‘X CAUSES Y TO BECOME Z’ with a 
particular form, namely ‘Subj V Obj Xcomp.’ (Goldberg, 1995, p. 3)

Sem CAUSE-BECOME
 | R

< agt
|

pat
|

result-goal>
|

R: instance,
means

PRED < >

Syn V SUBJ OBJ OBL AP/PP

Figure 2.  Resultative Construction
(Goldberg, 1995, p. 189)

The top line in the boxed diagram in Figure 2 captures the semantics of the resulta-
tive construction in terms of three semantic roles (agent, patient, and result-goal) 
and the CAUSE-BECOME relation. When a lexical entry of a verb fuses with a 
construction, the verb’s participant roles get integrated into the construction (see 
the open array to the right of PRED in the middle line in Figure 2). For example, 
when talk fuses with the resultative construction in Figure 2, the verb provides its 
participant role, namely the talker.4 Since the verb’s talker role can be construed as 
an instance of the construction’s agent role, the two roles are compatible, i.e. the se-
mantics of the verb and the semantics of the construction may fuse. Given the com-
patibility between talk and the resultative construction, Goldberg claims that the 
construction may also contribute its own patient and result-goal arguments to the 
predicate’s role array. As a result of the verb’s fusion with the construction we see 
how the three semantic arguments are realized syntactically in the bottom line in 
Figure 2. The agent is realized as the subject, the patient is realized as the direct ob-
ject, and the result-goal argument is realized as an oblique object. The mechanisms 
underlying the fusion of verbal and constructional semantics are the same for other 
types of constructions in Goldberg’s framework, such as the caused-motion con-
struction, the ditransitive construction, and the way-construction, among others.

Goldberg’s approach has a number of advantages over other frameworks. 
Since the patient and result-goal arguments are arguments of the construction 
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and not arguments of the verb talk, “the verb retains its intrinsic semantic repre-
sentation, while being integrated with the meaning directly associated with the 
construction.” (Goldberg, 1995, p. 189) This means that it is possible to avoid “the 
claim that the syntax and semantics of the clause is projected exclusively from the 
specifications of the main verb.” (Goldberg, 1995, p. 224) In other words, under 
Goldberg’s approach the number of lexical entries is kept to a sizable number by 
excluding specific lexical entries such as one for talk that would exclusively license 
all arguments in sentences such as He talked himself blue in the face. (Goldberg, 
1995, p. 189) Another benefit of the constructional approach is that it is possible 
to factor out the syntactically relevant aspects of sentence meaning by attributing 
them to the semantics of independently existing meaningful constructions (see 
Goldberg, 1995. pp. 28–30). With this overview, we now turn to the question of 
whether the constructional approach is capable of overcoming the problems as-
sociated with the interaction between lexical entries and the various rule types of 
the modules in the Chomskyan framework (see section two above).

4.	 Problems with the interaction between verbs and constructions

While Goldberg’s approach to argument structure offers effective solutions to 
many problems of analyses couched in other theoretical frameworks (see Gold-
berg, 1995, pp. 7–23, 101–108), it, too, faces a number of difficulties when trying 
to account for a larger range of data. As the following sections illustrate, many 
of the problems involve the interaction between lexical entries and grammatical 
constructions.

4.1	 Delimiting the Power of Constructions

Previous work by Kay (1996, 2002b), Nemoto (1998), Iwata (1998) and Boas 
(2002b, 2003a) has pointed out that it is not always clear how the fusion of verbal 
semantics and constructional semantics can be constrained. For example, Boas 
(2003a) argues that under a Goldberg-type approach to CxG, lexical entries for 
communication verbs share a very similar structure as in the following examples.

	 (4)	 a.	 talk < talker >� (Goldberg, 1995, p. 189)
		  b.	 speak < speaker >
		  c.	 whisper < whisperer >
		  d.	 grumble < grumbler >
		  e.	 murmur < murmurer >
		  f.	 sigh < sigher >� (cf. Boas, 2003a, p. 106)
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Lexical entries such as those in (4a)–(4f) encode semantic information about the 
agent of the respective verbs. As such, they are all similarly capable of licensing 
regular declarative sentences such as those in (5a)–(5f).

	 (5)	 a.	 Miriam talked (to Joe).
		  b.	 Miriam spoke (to Joe).
		  c.	 Miriam whispered (to Joe).
		  d.	 Miriam grumbled (to Joe).
		  e.	 Miriam murmured (to Joe).
		  f.	 Miriam sighed (to Joe).

Since the lexical entries in (4) are all capable of licensing the respective sentences 
in (5), one would expect that the types of lexical information provided by these 
lexical entries are also sufficient for the licensing of other types of constructions. 
However, as Boas (2003a, pp. 105–107) points out, this is not the case. Compare 
the following sentences.

	 (6)	 a.	 Miriam talked herself blue in the face.
		  b.	 *	Miriam spoke herself blue in the face.
		  c.	 ?	Miriam whispered herself blue in the face.
		  d.	 *	Miriam grumbled herself blue in the face.
		  e.	 *	Miriam murmured herself blue in the face.
		  f.	 ?	Miriam sighed herself blue in the face.� (cf. Boas, 2003a, pp. 105)

These examples illustrate that the six semantically related verbs do not exhibit a 
uniform distribution in resultative constructions. What could be the reason for 
this discrepancy? In section three we saw that talk is capable of fusing with the re-
sultative construction because its talker role can be construed as an instance of the 
construction’s agent role, which in turn means that the two roles are compatible. 
This allows the verb talk to fuse with the resultative construction, which in turn is 
capable of supplying its two argument roles (patient and result-goal), thereby lead-
ing to a resultative interpretation. Due to the distribution of the six verbs outside 
of resultative constructions, one might expect them to exhibit a similar distribu-
tion when it comes to resultatives.

However, based on the principles advocated by Goldberg for the fusion of 
verbal and constructional semantics, it is not clear what factors may stop the resul-
tative construction from fusing with the semantics of speak, whisper, and grumble 
to yield a resultative interpretation. In other words, what are the circumstances 
under which the integration of the verbal semantics in (4) into the resultative con-
struction are blocked? Since none of Goldberg’s construction-specific constraints 
are capable of ruling out the unattested sentences in (6), it is necessary to con-
sider alternative methods for blocking the integration of verbs into the resultative 
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construction. Note that the varied distribution among semantically related verbs 
is not limited to resultatives: it is also found with other constructions such as the 
way-construction (Goldberg, 1995, pp. 199–218) in (7) and the metaphorical ex-
tensions of the ditransitive construction (Goldberg, 1995, pp. 148–150) in (8).

	 (7)	 a.	 Miriam talked her way into the office.
		  b.	 *	Miriam spoke her way into the office.
		  c.	 ?	Miriam whispered her way into the office.
		  d.	 ?	Miriam grumbled her way into the office.
		  e.	 *	Miriam murmured her way into the office.
		  f.	 Miriam sighed her way into the office.

	 (8)	 a.	 *	Miriam talked Joe a fairy tale.
		  b.	 *	Miriam spoke Joe a fairy tale.
		  c.	 Miriam whispered Joe a fairy tale.
		  d.	 *	Miriam grumbled Joe a fairy tale.
		  e.	 ?	Miriam murmured Joe a fairy tale.
		  f.	 ?	Miriam sighed Joe a fairy tale.

These sentences illustrate that although the verbs are semantically related, some 
may unify with the way-construction or the ditransitive construction, while oth-
ers may not. We return to a discussion of how to block verbs from unifying with 
constructions in Section 5.4.

4.2	 Determining the range of postverbal arguments

Similar difficulties with the interaction between verbs and constructions arise when 
it comes to delimiting the semantic range of postverbal arguments. For example, 
Boas (2003a, pp. 113–116) demonstrates that on the basis of lexical entries of the 
sort in (9) it is difficult if not impossible to predict the range of argument expressions 
that may occur with different “verbs of ingesting” (Levin, 1993, pp. 213–217).

	 (9)	 eat: < eater eaten >

	 (10)	 a.	 Pat ate.
		  b.	 Pat ate his food.
		  c.	 Pat ate his food up.
		  d.	 Pat at his plate clean.

	 (11)	 a.	 Pat chewed.
		  b.	 Pat chewed his food.
		  c.	 Pat chewed his food up.
		  d.	 *	Pat chewed his plate clean.
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	 (12)	 a.	 *	Pat devoured.
		  b.	 Pat devoured his food.
		  c.	 *	Pat devoured his food up.
		  d.	 *	Pat devoured his plate clean.

	 (13)	 a.	 Pat swallowed.
		  b.	 Pat swallowed his food.
		  c.	 ?	Pat swallowed his food up.
		  d.	 *	Pat swallowed his plate clean.� (cf. Boas, 2003a, p. 114)

The examples illustrate that it is difficult for an independently existing meaningful 
construction to determine to which verbs it should contribute what types of ad-
ditional argument roles. This difficulty is not only found in the semantic domain 
but also in the syntactic domain where phrases closely related in meaning show 
different types of distribution. The following examples from Boas (2003a) based 
on the British National Corpus (BNC) show that V-dead and V-to death exhibit 
different distributions.

Table 1.  Distribution of dead in resultative constructions in the BNC
Verb No. of occur.
Shoot 408
Kill     9
Strike     8
Make, knock     3
Flatten, kick, smite     1
(Boas, 2003a, pp. 130)

The distribution of dead and to death in Tables 1 and 2 illustrates that verbs differ 
with respect to their collocational restrictions. Given the current architecture of 
lexical entries and their interaction with meaningful constructions in a Goldberg-
style Construction Grammar, it is hard to predict with what type of resultative 
phrase a given verb will occur because a construction has no way of distinguish-
ing between the two types of resultative phrases (for similar results, see Verspoor, 
1997). Similar problems arise when predictions are made about a verb’s alternation 
patterns based on its membership in a semantic class, an issue to which we now 
turn.

4.3	 The relevance of semantic classes

According to Goldberg (1995, pp. 175–79), the load/spray alternation is licensed 
by the caused-motion construction and the causative-plus-with-adjunct construc-
tion. Verbs such as slather, smear, brush, dab, and daub belonging to Pinker’s (1989) 
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slather-class are said to all describe simultaneous forceful contact and motion of a 
mass against a surface. Based on lexical entries such as the one for slather in (14), 
verbs belonging to the slather-class are assumed to exhibit similar distributions of 
arguments in the load/spray alternation in (15). However, this prediction does not 
hold as the examples with brush in (16) illustrate.

	 (14)	 slather < slatherer, thick-mass, target >� (Goldberg, 1995, p. 176)

	 (15)	 a.	 Sam slathered shaving cream onto his face.
		  b.	 Sam slathered his face with shaving cream.
		  c.	 *	Sam slathered shaving cream.
		  d.	 *	Sam slathered his face.
		  e.	 *	Shaving cream slathered onto his face.� (Goldberg, 1995, p. 176)

	 (16)	 a.	 Joe brushed tooth paste onto his teeth.
		  b.	 Joe brushed his teeth with tooth paste.

Table 2.  Distribution of to death in resultative construction in the BNC
Verb No. of occur.
Stab 114
Beat   74
Batter   39
Frighten   34
Crush   25
Scare   24
Burn   18
Torture   16
Drink, starve   15
Bludgeon, hack   12
Shoot, kick   11
Club     9
Bore, knife, choke     8
Blast, trample, work, worry     7
Love     6
Strangle     4
Dash, poison, kiss     3
Ax, bayonet, boil, bring, clap, suffocate, kick, freeze, spear, spray, stone, 
suck, gun, hammer, hug, knock, nag, peck, play, rape, shag, sting

    2

Annoy, eat, bleed, blend, bug, bully, flog, frit, cudgel, curse, dance, feed, 
gas, flog, jog, laugh, pitchfork pound, run, schmaltz, scorch, scratch, 
seduce, shock, sing, smother, squash, squeeze, stamp, strike, suffocate, 
sweat, whip

    1

(Boas, 2003a, p. 131)
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		  c.	 *	Joe brushed tooth paste.
		  d.	 Joe brushed his teeth.
		  e.	 *	Tooth paste brushed onto his teeth.� (Boas, 2003b, p. 32)

This problem illustrates that it is difficult to predict a verb’s range of arguments 
based on semantic class membership. Whereas Pinker (1989), Levin (1993), and 
Goldberg (1995) seek a way of determining the range of a verb’s syntactic argu-
ments based on the membership of a verb in a specific semantic class, the examples 
in (14)–(16) suggest that semantic classes will have to be defined more precisely. 
Once this important step is accomplished, it may be possible to accurately deter-
mine a verb’s range of argument based on its semantic class membership. See Boas 
(2006) and Ruiz de Mendoza Ibáñez & Mairal (2007, 2008) for proposals along 
these lines.

4.4	 Lexical entries, constructions, and the architecture of Construction 
Grammar

Although CxG has a number of empirical and theoretical advantages over other 
frameworks, the difficulties discussed in the previous sections illustrate that a 
Goldberg-style CxG is also problematic. Following previous work by Kay (1996, 
2002b), Nemoto (1998), and Boas (2003ab), I propose that the problems discussed 
above are due to the fact that the interactions between lexical entries and mean-
ingful grammatical constructions are difficult to constrain. More specifically, I 
suggest that although most work in CxG explicitly denies any strict separation 
between the lexicon and syntax, such a split, although subtle, does indeed exist. 
Consider the interaction between lexical entries and constructions in the follow-
ing figure.

Lexical Entries Constructions 

Figure 3.  Interaction between Lexical Entries and Constructions

Figure 3 is meant to represent a speaker’s linguistic knowledge, including knowl-
edge about lexical items and grammatical constructions. On the Goldbergian view 
of CxG, lexical entries and constructions interact by fusing together, thereby li-
censing sentences.5 Contrasting this constructional approach with the licensing 
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of sentences in the Chomskyan framework (see section two), certain parallels 
emerge. That is, in both approaches the amount of information contained in a lexi-
cal entry seems to be kept to a minimum.6 In order to license sentences, a rule or 
a construction interacts with the information contained in a lexical entry. It is this 
interaction that has been shown to be difficult to constrain in both the Chomskyan 
framework and Goldberg’s CxG approach.

To solve this problem, one could argue with Goldberg (1995, p. 43) that “[p]
articipant roles are instances of the more general argument roles and capture spe-
cific selectional restrictions as well.” However, this is not the case as we have seen 
in Section 4.1–4.2. There, I demonstrated that although the verbal semantics are 
claimed by Goldberg to be instantiations of constructional semantics, it is still 
necessary to include more specific semantic and syntactic information in a verb’s 
lexical entry in order to be able to predict its distribution with a variety of different 
constructions. As such, Goldberg’s present selection restrictions are not specific 
enough (cf. (4)–(16)).

Our discussion illustrates that unless viable solutions are found to the prob-
lems surrounding the interaction of lexical entries and grammatical constructions, 
research in CxG may face problems similar to those encountered by analyses in 
the Chomskyan framework that attempt to delimit the application of generative 
mechanisms (PS-rules, transformations, etc.) by formulating an ever-increasing 
number of constraints and categories. To avoid these difficulties, research in CxG 
first needs to determine the range of a construction’s application by following a 
bottom-up approach to linguistic description (see Boas, 2002ab, 2003ab). Only 
when we know more details about the distribution of a given constructional pat-
tern will we be able to better understand how lexical entries and constructions 
interact to license the utterances of a language. Then we will be in a good position 
to solve the types of problems pointed out in Sections 4.1–4.3 above (selection re-
strictions, collocational restrictions, defining proper semantic classes for effective 
linking mechanisms). The following sections present in more detail a number of 
proposals, which I believe are crucial for resolving the problems currently arising 
from the interactions between lexical entries and constructions in CxG.

5.	 Unifying the structures of lexical entries and grammatical 
constructions

5.1	 The need for a corpus-based bottom-up approach

The first proposal is a methodological one. That is, in order to find out the range 
of a construction’s distribution it is first necessary to determine to the greatest 
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extent possible what verbs may occur with different argument structures licensed 
by a construction. For example, in previous work (Boas, 2002b, 2003ab) I demon-
strated that resultative and caused-motion constructions are much more restricted 
in their range of application than previously assumed. Based on more than 6000 
resultative and caused-motion constructions in the British National Corpus I 
showed that the combinations of verbs and their postverbal arguments are syn-
tactically, semantically, and pragmatically highly restricted. This observation led 
me to argue for the existence of so-called mini-constructions, which represent 
conventionalized senses of verbs including syntactic, semantic, and pragmatic in-
formation. These mini-constructions are in principle comparable to Croft’s (2003) 
verb-class and verb-specific constructions. Mini-constructions are lexicalized rep-
resentations necessary for predicting the exact distribution of a verb in resultative 
and caused-motion constructions, including information about the types of re-
sultative phrases that may occur with a given verb. For example, by encoding col-
locational information about the different types of postverbal arguments that may 
occur with a verb, it becomes possible to model whether a given verb will occur 
with to death or with dead as its resultative phrase (see Tables 1 and 2 above). This 
alternative analysis demonstrates the general need for introducing a corpus-based 
bottom-up approach to CxG (see also Boas, 2005, 2007).

Including the widest possible range of corpus data for the description of lin-
guistic phenomena is not a new idea. For example, Hunston & Francis (2000) 
adopt a corpus-based approach for their description of a lexical grammar of Eng-
lish. On this view, words occur with a number of major “patterns”, i.e., “the ele-
ments that follow it” (Hunston & Francis, 2000, p. 51). A description of a given 
pattern involves not only an analysis of a few select words, but also the full range 
of words that may occur with this pattern. Similarly, adherents of usage-based 
models (Bybee, 1985, 2001; Langacker, 1987, 2000) have argued for the inclusion 
of grammatical information in taxonomic hierarchies that also represent redun-
dant information. The idea behind this methodology is that only by determining 
the full range of lexical items occurring with a certain pattern is it possible to 
determine the degree of generality of a construction. Research within the Lexicon 
Grammar framework as developed by Maurice Gross has shown that “[m]ore syn-
tactic properties of sentences than usually thought depend on the main verb. (…) 
The systematic description of French verbs (or simple sentences) has shown that 
no two verbs have the same syntactic properties.” (Gross, 1994, p. 214) To sum-
marize, adopting a corpus-based bottom-up approach to the description of lexical 
entries and grammatical constructions is essential to overcoming the problems 
pointed out in section four above (see also Fillmore et al., 2003).
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5.2	 The status of abstract meaningful constructions

In addition to determining the interaction between lexical and constructional in-
formation, it is necessary to figure out the exact status of abstract meaningful con-
structions vis-à-vis other types of constructions. Recall that on the Goldbergian 
view, argument structure constructions are independently existing form-meaning 
pairings capable of contributing additional arguments to verbs. However, the ex-
act theoretical status of this type of construction is far from clear. One of Gold-
berg’s main motivations for the existence of independently existing meaningful 
constructions is to avoid implausible verb senses, e.g., an extra sense of sneeze to 
account for sentences such as Kim sneezed the napkin off the table.

While abstract argument structure constructions seem to be of great impor-
tance for the understanding of novel utterances, they are not sufficient for the 
production of all novel utterances. As we have seen in section four, verbs exhibit 
idiosyncratic behaviors when it comes to the distribution of postverbal arguments. 
This diversity makes it difficult if not impossible to predict a verb’s distribution of 
arguments based on a construction’s capability of contributing arguments to the 
semantics of a verb. With respect to resultative constructions, I have argued for a 
pattern of analogical association that licenses the production of novel resultatives 
(see Boas, 2003a, pp. 260–277). In the case of a non-conventionalized resultative 
like Kim sneezed the napkin off the table, the speaker utilizes existing convention-
alized mini-constructions and contextual background information. That is, a spe-
cific conventionalized sense of blow is already associated with the [NP V NP PP] 
syntactic frame. When there is sufficient semantic and pragmatic overlap between 
the basic sense of sneeze and the conventionalized resultative sense of blow, then 
sneeze may be used with the same syntactic frame as blow.7 This alternative to 
Goldberg’s approach shows that it is in principle possible to account for the pro-
duction of novel utterances based on existing conventionalized knowledge with-
out having to rely on abstract meaningful constructions à la Goldberg (caused-
motion, resultative, ditransitive, etc.) (see also Boas, 2005, 2007).8

Analyzing different sets of data, Kay (2002b) also finds variations in produc-
tivity between various types of patterns, such as the all-cleft pattern in (17) and the 
[A as NP] pattern in (18).

	 (17)	 a.	 All that we had to say to them was that we intended to tax them more 
severely. (BNC)

		  b.	 All that one has to do is to start training earlier. (BNC)
		  c.	 All I want to get is out of the flat, … (BNC)� (Kay, 2002b)

	 (18)	 a.	 dumb as an ox
		  b.	 poor as a church mouse
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		  c.	 green as grass
		  d.	 dead as a doornail� (Kay, 2002b)

Reviewing the differences between the two patterns exemplified by (17) and (18), 
Kay (2002b) demonstrates that the all-cleft pattern exhibits a regular wh-cleft syn-
tax (compare (17b) with What one has to do is to start training earlier) and a be-
low-expectation reading (compare (17b) with #Everything one has to do is to start 
training earlier). He points out that “this construction is fully productive, being 
lexically constrained only with respect to the left isolate constituent of the subject 
phrase.” (Kay, 2002b) In contrast, Kay shows that the [A as NP] pattern must be 
learned individually due to its greater degree of idiosyncrasy. For example, he cites 
the examples in (19) to demonstrate that [A as NP] expressions differ with respect 
to whether they can occur with comparative morphosyntax or not. In contrast, 
other [A as NP] expressions only occur in the comparative form as in (20), accord-
ing to Kay.

	 (19)	 a.	 deader than a doornail
		  b.	 hotter than hell
		  c.	 bigger than a house
		  d.	 flatter than a pancake
		  e.	 *	happier than a lark
		  f.	 *	quicker than a wink
		  g.	 *	easier than pie
		  h.	 *	drier than a bone� (Kay, 2002b)

	 (20)	 a.	 larger than life.
		  b.	 *	large as life
		  c.	 better than a jab in the eye with a sharp stick/eating a bug
		  d.	 *	as good as a jab in the eye with a sharp stick/eating a bug� (Kay, 2002b)

Examples such as those in (19) and (20) lead Kay (2002b) to suggest that the [A as 
NP] pattern is not as productive as other types of constructions such as the all-cleft 
construction. In other words, the regular [A as NP] pattern must be distinguished 
from its comparative [A-er than NP] counterpart since not all [A as NP] patterns 
have a comparative counterpart. In fact, he argues that a pattern having certain 
one-shot extensions does not guarantee its full productivity: “The existence of a 
handful of novel literary or poetic examples in a corpus does not prove that a pat-
tern of coining is a productive construction; it only illustrates the familiar fact that 
nonce coinages do occur.”

Kay’s observations about productivity differences point in the same direc-
tion as our previous discussion. Given the current architecture of CxG it is not 
clear what the exact status of independently existing meaningful constructions in 
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Goldberg’s framework is, and whether these constructions are equally necessary 
for the interpretation and the production of utterances. In order to find a solution 
to these problems, research in CxG must come to grips with three fundamental is-
sues: measuring productivity, differences in meaning between constructions, and 
differences between production and comprehension. The last point is especially 
important because there is evidence which suggests that different types of con-
structional knowledge are necessary for encoding versus decoding (see Fillmore et 
al., 1988). For example, Boas (2005) proposes that item-specific knowledge is cru-
cial for correctly encoding resultatives (in terms of mini-constructions), while still 
acknowledging the existence of higher-level schematic resultative constructions 
that come into play when decoding resultatives, especial non-conventionalized 
ones (see also Boas, 2007).

5.2.1	 Measuring productivity
The first of these issues concerns the criteria that are to be used to decide on the 
degree of productivity exhibited by a given constructional pattern. Assume that 
one follows the corpus-based bottom-up approach proposed in the previous sec-
tions. Having gathered extensive corpus data on a certain pattern one finds no ex-
ceptions or irregularities, such as the all-cleft construction or the subject-predicate 
construction that requires an English verb to agree in number with its subject. In 
this case one would want to postulate an abstract construction with a narrowly de-
fined range of application without having to state any (or very few) constraints. But 
what do we do in case a constructional pattern is less productive? Where and how 
do we encode the relevant constraints? In the case of resultatives, Boas (2003a) ar-
gues for encoding the relevant restrictions in mini-constructions that each repre-
sent conventionalized senses of verbs. This approach appears to be quite successful 
in accounting for the distribution of more than 6000 resultatives in the BNC. But 
while constructions exhibiting full productivity (such as the all-cleft construction) 
and those exhibiting a very limited degree of productivity (such as resultatives) are 
at opposite ends of the productivity spectrum, we still have no principled way of 
deciding how to measure the productivity of constructions that fall in between the 
opposite ends of the productivity spectrum. In other words, it is necessary to de-
termine the factors that should be used in measuring and evaluating the degree of 
a construction’s productivity (this may differ depending on the speaker, the genre, 
etc.). Further research in CxG must address this issue, in particular if we want to 
arrive at an understanding of the division of labor between what have been labeled 
abstract constructions, lexical entries, and constraints that limit the interaction 
between the two (for a proposal along these lines see Barðdal, to appear).
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5.2.2	 Differences in meaning between constructions
The second issue that needs to be addressed concerns the differences in meaning 
between various types of constructions. According to Goldberg (1995, p. 224), 
“meaningful constructions” are “free-standing entities, stored within the lexicon 
alongside lexical items, idioms, and other constructions that may or may not be 
partially filled.” (1995, p. 221) In the case of constructions such as the ditransitive 
construction, which pairs a specific meaning (‘X CAUSES Y TO RECEIVE Z’) 
with a specific form (Subj V Obj Obj2), it seems possible to determine the form-
meaning pairing in a fairly straightforward way. Based on a number of constraints, 
it is also possible to determine for most cases whether the ditransitive construc-
tion is capable of contributing additional argument roles to a verb’s array of par-
ticipant roles. This process would license sentences such as Sally baked her sister 
a cake (Goldberg, 1995, p. 141), where bake does not encode an intended transfer 
meaning independently of the ditransitive construction.

But what do we do about more abstract constructions such as different types 
of passive constructions? For example, Ackerman & Webelhuth (1998) identify a 
total of 14 distinct yet related German passive constructions. Although each con-
struction has its own specific range of application, it is difficult to assign each a 
precise meaning. Although the meanings of the passives are quite different from 
their active counterparts, it is unclear whether this difference in meaning is to be 
attributed to a fusion between verbal and constructional semantics similar to that 
advocated by Goldberg for meaningful constructions such as the ditransitive or 
the way-constructions. Also, note that passive constructions do not typically con-
tribute additional arguments to the semantics of the verb, but rather “re-arrange” 
a verb’s syntactic frame. In this connection, consider the subject-predicate con-
struction, which is even more abstract than the passive construction. Although we 
know the subject-predicate construction requires the verb to agree with its subject, 
we are not clear about its meaning. Again, we are faced with a construction which 
neither contributes argument roles nor does it seem to encode any meaning. The 
differences in meaning between the ditransitive, caused-motion, resultative, and 
way-constructions discussed by Goldberg (1995) and more abstract constructions 
such as the passive and the subject-predicate constructions suggest that construc-
tions differ significantly with respect to their ability to contribute additional argu-
ments to verbs, or other constructional properties. Future research in CxG needs 
to address these fundamental differences in meaning in order to determine what 
types of meanings should be encoded at what level of abstraction.

5.2.3	 Production and comprehension
The third issue that needs clarification is the different role that constructions play 
in the production and comprehension of utterances. On Goldberg’s (1995) view, 
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constructions allow us “to capture generalizations across instances.” This leads her 
to claim that “what is stored is the knowledge that a particular verb with its inher-
ent meaning can be used in a particular construction. This is equivalent to saying 
that the composite fused structure involving both verb and construction is stored 
in memory.” (1995, p. 140)

Our discussion in section four has shown that her approach towards the inter-
action of verbal and constructional semantics is problematic when it comes to pre-
dicting the range of possible arguments in different argument structure construc-
tions. These difficulties suggest that the composite fused structures involving verbs 
and constructions are not stored in memory. If this were the case, we would be able 
to predict the full range of arguments capable of occurring with any given verb be-
cause the fused structure would include more detailed information than that pro-
vided by Goldberg’s current type of lexical entries. I propose that these problems 
are due to the differences in processing in comprehension and production. That is, 
upon hearing a novel sentence such as Joe sneezed the napkin off the table, it may 
be possible to identify its meaning based on the syntactic frame and an abstract 
meaningful construction that links the [NP V NP PP] frame with a caused-motion 
semantics. However, this abstract construction only exists because it represents a 
generalization over a large number of individual verbs that are conventionally as-
sociated with the caused-motion semantics. In the case of sneeze, blow is the proto-
typical air-emission verb that conventionally pairs a caused-motion semantics with 
a [NP V NP PP] frame (for details, see Boas 2003a, pp. 260–277). In other words, 
the independent caused-motion construction is an abstraction over individually 
learned verbs that pair a [NP V NP PP] frame with a caused-motion semantics. It is 
this generalized constructional schema that allows for a straightforward interpre-
tation of novel utterances (see also Langacker, 2000 and Goldberg, 2006).

The difficulties that arise when one wants to predict the range of a verb’s argu-
ments illustrate that an abstract construction does not provide sufficient informa-
tion in combination with simplified lexical entries. In other words, the division of 
labor between constructions and lexical entries is not “equivalent to saying that the 
composite fused structure involving both verb and construction is stored in mem-
ory” as advocated by Goldberg (1995, p. 140) This problem suggests that there is a 
fundamental difference in the role that constructions play in the comprehension 
and the production of utterances. More specifically, while abstract constructions 
may be sufficient for comprehension, for production we need to refer to more 
detailed information in order to arrive at correct predictions about the distribu-
tion of a verb’s arguments (see also Boas, 2008). Future research in CxG needs to 
address the question of where this more detailed information should be includ-
ed, i.e., whether it is possible to arrive at generalized constraints over a narrowly 
defined class of verbs, or whether — as in the case of resultatives — idiosyncratic 



	 The structure of lexical entries and grammatical constructions in Construction Grammar	 133

restrictions need to be encoded at the level of individual verb senses. I suspect that 
the answer to this question will crucially depend on a construction’s productivity 
as well as its inherent meaning and level of abstraction (see following section).

5.3	 Significance of frequency data

Another important point relates directly to the status of abstract constructions 
discussed in the previous section. Adopting ideas from usage-based approaches 
(e.g., Bybee, 1985, 2001; Langacker, 1987, 2000), Goldberg (1995, p. 134) argues 
that token frequency and type frequency play a crucial role in the classification 
of new verbs.9 She points out that “type frequency of a particular process (or a 
particular construction) (…) plays a crucial role in determining how likely it is 
that the process may be extended to new forms: the higher the type frequency, 
the higher the productivity.” (1995, p. 134) Goldberg reviews acquisition data that 
shed light on how children categorize combinations of linguistic units they have 
previously not encountered (thereby over-generalizing to a certain degree), and 
points out that “it is not necessary that each new entry be stored as an additional 
member of a cluster, throughout the speaker’s life.” This leads her to propose that 
it “is possible that once a critical number of instances in a particular cluster is 
learned — insuring that novel instances that fall into the class will be included — 
new cases are no longer stored in memory since they would provide only entirely 
redundant information.” (1995, p. 136)

While Goldberg is certainly on the right track with respect to the influence 
of frequency data on categorization and schematization, she does not provide 
further clues as to how frequency data might be empirically used to determine a 
construction’s productivity. Including frequency data in CxG is a very important 
step as various psycholinguistic studies strongly suggest that different patterns of 
frequency of use are relevant for a speaker’s grammatical knowledge and the level 
of entrenchment of linguistic information (cf. Bybee, 1985; Harris, 1998; Baker, 
1999). Different levels of frequency are well attested in corpus-based studies of 
various phenomena. Compare, for example, the frequency rate of different types 
of resultative phrases occurring with the “drive-mental state” sense of drive in the 
BNC (for details, see Boas, 2003a, p. 186).

Assuming that a theory of grammar models the usage-based knowledge nec-
essary to understand and produce all utterances of a language, it is essential to 
include in our theory frequency-based information of the type shown in Table 3. 
For example, as a part of our lexical entry we would want to include information 
that the resultative phrase collocating with the specific sense of drive as in Michael 
drove Joe crazy is realized as an adjectival phrase in 77% of all cases and as a prepo-
sitional phrase in 23% of all cases found in the British National Corpus.10
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Besides including frequency information about a construction’s different slots, 
research in CxG should also address the question of how to encode information 
about a construction’s frequency vis-à-vis other types of constructions. For ex-
ample, in CxG there is currently no systematic notation for capturing information 
about the fact that instances of the subject-predicate construction occur with a 
higher frequency than instances of other types of constructions such as the pas-
sive construction or the way-construction. Given the important role of frequency 
in linguistic processing (Bybee, 2001, pp. 19–34), inclusion of frequency data in 
constructional research will help to determine the organizational relationships 
between different constructions within a hierarchically organized lexicon-syntax 
continuum. Such an understanding will also shed light on the relations between 
a construction’s frequency, productivity, and schematicity, as the following figure 
illustrates.

Figure 4 illustrates the types of results made possible by including a construc-
tion’s frequency information in a CxG description of the lexicon-syntax continu-
um. The two double arrows point to opposite ends of two spectrums. The spectrum 
on the left side encompasses the different levels of abstraction of constructions. 
For example, the subject-predicate construction is a rather abstract construction 
as it encodes very little meaning. In contrast, the passive construction and the 
way-construction encode a more specific meaning than the subject-predicate 

Table 3.  Frequency of resultative phrases occurring with “drive-mental-state” sense of 
drive in the BNC
Resultative Phrase No. of occur.
Mad / to madness 108 / 5
Crazy   70
To distraction   27
Insane / to insanity   23 / 1
Wild   22
Nuts   18
Up the wall   13
To suicide     9
To despair     8
To desperation     7
Batty     4
Dotty     4
Crackers     4
Into a frenzy     3
Over the edge     3
(cf. Boas, 2003a, p. 186)
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construction. Mini-constructions, which are representations of individual verb-
senses such as the drive-mental-state sense of drive, are even more specific than 
the passive construction or the way-construction as they denote a more explicit 
semantic space that is narrower and more idiosyncratic.

Our discussion of the idiosyncrasy of resultatives has shown that there is a 
direct link between a construction’s idiosyncrasy and both its frequency and its 
productivity. It is this link that is represented by the spectrum on the right side 
in Figure 4. That is, mini-constructions that license resultatives are not only ex-
tremely idiosyncratic, but they are also very limited in their productivity and 
frequency vis-à-vis other types of more abstract constructions such as the way-
construction, the passive construction, or the subject-predicate construction. The 
latter constructions are more abstract, less constrained, and hence more produc-
tive. This observation suggests that a construction’s abstractness correlates directly 
with its frequency and productivity. For a detailed proposal about the relationship 
between a construction’s type frequency, semantic coherence, and productivity see 
Barðdal (to appear) on the argument structure of novel verbs in Icelandic. Future 
research in CxG should study this correlation more closely by including a con-
struction’s frequency data in its description. Such an approach will not only shed 
light on the link between a construction’s productivity and its abstractness, but will 
also help to arrive at a better understanding of how the lexicon-syntax continuum 
is structured.

5.4	 The status and structure of lexical entries

The fourth and final proposal concerns the status and structure of lexical entries in 
CxG. Given the importance of the lexicon-syntax continuum for CxG, the Gold-
berg-style notation of lexical entries and constructions as discussed in Section 3 
should be re-considered for the following reasons. Goldberg uses two different 
types of notations for lexical entries and constructions. If we take the lexicon-
syntax continuum seriously, it is not clear why entities placed at different points 
along the same continuum should be structurally different. In Section 3 we have 

abstract/schematic/less meaningful higher frequency/more productive
Subject-Predicate Construction

Passive Construction

Way-Construction

Mini-constructions (indiv. verb senses)
specific/idiosyncratic/more meaningful lower frequency/less productive

Figure 4.  Organization of the lexicon-syntax continuum11
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seen that these interactions are difficult to constrain, a feature that is also common 
to the Chomskyan framework. To avoid these problems, research in CxG should 
aim for a more unified notation for constructions with different levels of abstract-
ness (cf. the notation in Fillmore & Kay, 1993). Encoding the idiosyncratic form-
meaning pairings of individual verb senses and idiomatic constructions using the 
same notation that is used to describe the properties of more abstract construc-
tions will create a true lexicon-syntax continuum in which there are no boundaries 
between lexical entries and grammatical constructions.12 Following Croft (2001), I 
propose to use a uniform notation representing the link between form and mean-
ing as shown in Figure 5.

CONSTRUCTION (frequency)
Syntactic properties
Morphological properties FORM
Phonological properties

Symbolic correspondence (link)
Semantic properties
Pragmatic properties (CONVENTIONAL) MEANING
Discourse-functional properties

Figure 5.  Uniform notation for constructions exhibiting different degrees of abstractness
(based on Croft, 2001, p. 18)

Constructions as illustrated in Figure 5 are taken to be symbolic units that link 
form with meaning (cf. Langacker, 1987, p. 60; Croft, 2001, p. 18). Including infor-
mation about a construction’s frequency in its form component (top box in fig. 5) 
allows us to directly correlate a construction’s frequency with its level of abstrac-
tion, which is represented by its meaning component (bottom box in fig. 5). The 
advantage of using a uniform notation for constructions exhibiting different de-
grees of abstractness is that it allows for a unified bottom-up approach to research 
in CxG, thereby implementing a uniform notation for constructions with different 
levels of abstractness along the lexicon-syntax continuum.

6.	 Conclusions and outlook

In this paper I have discussed a number of problems with the interactions between 
lexical entries and grammatical constructions in Construction Grammar. Review-
ing data on the ditransitive, causative-plus-with-adjunct, caused-motion, and re-
sultative constructions as well as the [A as NP] pattern, I have argued (cf. Sec-
tion 4.4) that postulating a strict division between lexical entries and grammatical 
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constructions is problematic because it cannot account for the full range of attested 
corpus data. More specifically, I have shown that efforts to specify abstract con-
straints limiting the interaction between lexical entries and grammatical construc-
tions may ultimately lead to an increasing number of “theoretical” assumptions 
about the architecture of grammar. As the postulation of additional constraints 
may ultimately lead to theory-internally consistent but empirically unmotivated 
restrictions on the interactions between lexical entries and grammatical construc-
tions (compare the discussion of the interaction between lexical entries and vari-
ous modules and rule types in the Chomskyan tradition in Section 2), I have ar-
gued in this paper for a corpus-based bottom-up approach to CxG. The goal of this 
approach is to avoid problems arising from the interaction of lexical entries and 
abstract meaningful constructions by overcoming the artificial split between the 
lexicon and syntax that currently exists in Construction Grammar.

On this alternative view, Goldberg-style lexical entries are replaced with mini-
constructions representing conventionalized form-meaning pairings of a verb’s 
multiple senses. The inclusion of detailed information makes it possible to en-
code relevant semantic, pragmatic, and syntactic information whenever necessary, 
thereby achieving a greater level of precision. Using the same type of notation 
for more abstract and productive constructions, such as the way-construction or 
the subject-predicate construction, allows us to implement a unified representa-
tion of different entities along the lexicon-syntax continuum, thereby effectively 
eliminating the strict separation between the lexicon and syntax. The inclusion 
of frequency data in a construction’s description makes it possible to investigate 
what types of correlations there are between a construction’s frequency, its level of 
abstractness (semantic space), and its productivity (cf. Section 5.3).

Encoding more detailed information at different levels of the lexicon-syntax 
continuum means that independently existing meaningful constructions have a 
less powerful status than assumed by most CxG analyses. Their role is taken over 
primarily by information contained in conventionalized mini-constructions as 
well as analogical processes that produce non-conventionalized argument struc-
tures based on existing conventionalized form-meaning pairings in combination 
with contextual background information (see Boas, 2003ab). This step does not 
mean that independently existing meaningful constructions should be discarded. 
In Section 5.2.3 I have shown that the existence of Goldberg-type constructions 
is a natural by-product of the high type frequency of a given constructional pat-
tern. That is, they represent a highly abstract schematization over a large number 
of conventionalized verb-senses instantiating a particular constructional pattern. 
While Goldberg-type constructions are important for the comprehension of novel 
utterances, they are not sufficient for predicting the full range of distribution of a 
verb’s arguments in novel utterances based on non-conventionalized verb senses. 



138	 Hans C. Boas

In other words, the production of novel utterances crucially relies on existing con-
ventionalized mini-constructions, which encode detailed semantic, pragmatic, 
and syntactic information.

Clearly, future research in Construction Grammar must investigate the or-
ganization of the lexicon-syntax continuum in much greater detail. The Berkeley 
FrameNet project (Fillmore et al., 2003, http://framenet.icsi.berkeley.edu) has al-
ready made some significant steps in this direction. It is currently expanding its 
frame-semantic analysis and description of the English lexicon to grammatical 
constructions. Among other things it seeks to compile a “constructicon” with cor-
responding annotated example sentences. Similar to lexical entries in FrameNet, 
the entries in the constructicon will (1) describe the constructions and their com-
ponents, (2) set up construction elements (the syntactic elements that make up a 
construct), (3) explain the semantic contribution of the construction, (4) specify 
construction-to-construction relations, and (5) link construction descriptions 
with annotated sentences that exhibit their type (see Fillmore, 2008). Of particu-
lar importance will be the question of how to encode different types of semantic, 
pragmatic, and syntactic information in such a way that it is possible to account 
for a given utterance from a comprehension perspective, as well as a production 
perspective. The goals of the present paper have been more modest: to set out an 
approach for describing the lexicon-syntax continuum in a unified way, thereby 
overcoming problems currently surrounding the interaction of lexical entries and 
constructions in Construction Grammar.

Notes

*  This paper is based on an invited plenary lecture delivered at the Second International Con-
ference on Construction Grammar, organized by Jan-Ola Östman and Jaakko Leino at the Uni-
versity of Helsinki in October 2002. I would like to thank Jaakko Leino, Marc Pierce, and an 
anonymous reviewer for extensive comments on earlier versions of this paper.

1.  The term “Chomskyan framework” refers to the different versions of Chomsky’s syntactic 
theories such as Aspects of the Theory of Syntax (1965), Lectures on Government and Binding 
(1981), and The Minimalist Program (1995). All versions of the Chomskyan framework assume 
a strict separation between the lexicon and syntax.

2.  See Webelhuth (1995, pp. 28–51) for an overview of different types of phrase structure 
rules.

3.  In recent years, Jackendoff has been successful at overcoming the syntactico-centric method-
ology of most analyses couched in the Chomskyan framework. For example, Jackendoff (2002, 
pp. 148–149) proposes that syntax is by and large taken to be semantically motivated, while still 
allowing for some systematic residues of defective (i.e. autonomous) items and constructions. 
For details, see Goldberg & Jackendoff (2004) and Culicover & Jackendoff (2005).

http://framenet.icsi.berkeley.edu
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4.  There are a number of general constraints limiting the fusion of verbs with constructions, 
such as the Semantic Coherence Principle and the Correspondence Principle (Goldberg, 1995, 
p. 50). See Goldberg (1995, pp. 193–197) for a discussion of a number of constraints specific 
to the resultative construction. Note that for each of the constructions discussed by Goldberg 
(ditransitive, caused-motion, resultative, and way-constructions, among others), different sets 
of construction-specific constraints apply in order to restrict the application of these construc-
tions. Imposing such restrictions is similar to the different types of constraints and filters used 
for various movement operations in the Chomskyan framework. That is, they serve to delimit 
the power of generative mechanisms in order to rule out unacceptable sentences.

5.  Goldberg claims that in her approach the “mapping between semantics and syntax is done 
via constructions, not via lexical entries” (1995, p. 28). Certainly, this statement needs to be 
interpreted with caution because in order for a construction to be able to map from semantics 
to syntax, it first needs to access important information contained in a verb’s lexical entry, such 
as information about semantic classes (cf. (14)–(16)) and collocational restrictions (cf. Tables 1 
and 2). Given our discussion so far, it is clear that this information does indeed play a much 
more important role in the licensing of sentences than Goldberg currently suggests.

6.  Goldberg’s format for lexical entries is kept simple and only contains semantic information. 
For example, the lexical entry for the verb wipe specifies two participant roles, namely a ‘wiper’ 
role that is profiled and a ‘wiped’ role that is not profiled (Goldberg (1995, p. 189)). Although 
Goldberg admits that verbs are “associated with rich frame-semantic meanings” and that “richer 
aspects of verb meaning are required for aspects of linguistic theory” (1995, p. 29), she does not 
go into any detail as to how differences in verb meanings can be formalized more precisely. To 
this end, Nemoto (1998) and Boas (2003ab) point out that it is necessary to include much more 
detailed semantic information (as well as syntactic information when necessary) in a verb’s lexi-
cal entry than what Goldberg actually encodes in her lexical entries.

7.  Sufficient semantic and pragmatic overlap is present in cases in which a hearer can construe 
the novel meaning of the verb based on the existing conventionalized information associated 
with blow, sneeze, and contextual background information (see Boas, 2003a, pp. 264–278). This 
analogical process is constrained by Israel’s (1996) Production Principle (Utterances should 
sound like things the speaker has heard before) and Comprehension Principle (Representations 
should capture similarities across experienced usages) as well as a number of other semantic and 
pragmatic restrictions. For more details, see Boas (2003a, pp. 260–277).

8.  Note that there is a difference between production and comprehension of utterances (cf. 
Fillmore et al.’s (1988) difference between idioms of encoding and idioms of decoding). The pro-
duction of sentences including novel verb senses (such as Kim sneezed the napkin off the table) 
typically relies on a process of analogical association outlined above. In contrast, the compre-
hension of such novel verb senses may make use of more abstract constructions that are general-
izations about the individual stored entities. Such a view is also compatible with Lehrer’s (1990, 
p. 240) proposal regarding productivity. She points out that “because productivity is partial, the 
lexicon must contain the existing conventional senses as well as the rule.”

9.  Token frequency refers to the number of times a given instance (e.g., a particular word) is 
used in a particular construction. Type frequency refers to the number of distinct words that 
occur in a particular construction. (cf. Goldberg, 1995, p. 134)
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10.  Although such a model may be capable of predicting tendencies with respect to the language 
as a whole, it will still be difficult to predict specific choices made by a specific speech commu-
nity or even an individual speaker in a particular situation. As such, the frequency information 
in Table 3 only represents the distribution found in the BNC and may differ between speakers 
and genres. This problem raises the question of how far the usage-based approach should be re-
ally applied to the description of language. Stefanowitsch & Gries (2003) argue for the inclusion 
of frequency data in the description of grammatical constructions. Their “collostructional ap-
proach” has the advantage that it increases “the adequacy of grammatical description by provid-
ing an objective way of identifying the meaning of a grammatical construction and determining 
the degree to which particular slots in it prefer or are restricted to a particular set of lexemes” 
(Stefanowitsch & Gries, 2003, p. 209).

11.  Note that the two scales in Figure 4 do not always coincide. Thanks to Jaakko Leino for 
pointing this out.

12.  In contrast to Goldberg (1995), who favors the inclusion of only semantic information in 
lexical entries (cf. her lexical entries (51a) and (51b) on p. 189), Boas (2003ab) proposes to 
include more detailed syntactic and pragmatic information. See Boas (2003a, pp. 159–213) for 
a formalization of mini-constructions (individual verb senses) including semantic, pragmatic, 
and syntactic information about their distributions.
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