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ABSTRACT. We characterize sets of probabilities, \( \Pi \), on a measure space \((\Omega, \mathcal{F})\), with the following representation property: for every measurable set of Borel probabilities, \( A \), on a complete separable metric space, \((M, d)\), there exists a measurable \( X : \Omega \to M \) with \( A = \{ X(P) : P \in \Pi \} \). If \( \Pi \) has this representation property, then: if \( K_n \to K_0 \) is a sequence of compact sets of probabilities on \( M \), there exists a sequence of measurable functions, \( X_n : \Omega \to M \) such that \( X_n(\Pi) \equiv K_n \) and for all \( P \in \Pi \), \( P(\{ \omega : X_n(\omega) \to X_0(\omega) \}) = 1 \); if the \( K_n \) are convex as well as compact, there exists a jointly measurable \( (K, \omega) \mapsto H(K, \omega) \) such that \( H(K_n, \Pi) \equiv K_n \) and for all \( P \in \Pi \), \( P(\{ \omega : H(K_n, \omega) \to H(K_0, \omega) \}) = 1 \).

1. INTRODUCTION

Throughout, \((M, d)\) is a complete separable metric (Polish) space, \( \mathcal{M} \) is its Borel \( \sigma \)-field, \( \Delta(M) \) is the set of countably additive probabilities on \( \mathcal{M} \), and \( C_b(M) \) the continuous and bounded \( \mathbb{R} \)-valued functions on \( M \). Let \( \rho(\cdot, \cdot) \) be a metric on \( \Delta(M) \) making \( \Delta(M) \) Polish and inducing the weak* topology, that is, \( \rho(\mu_n, \mu_0) \to 0 \) iff \( \int u \, d\mu_n \to \int u \, d\mu_0 \) for every \( u \in C_b(M) \). Let \( \mathcal{D}_\mathcal{M} \) denote the Borel \( \sigma \)-field on the set of probabilities \( \Delta(M) \); equivalently \( \mathcal{D}_\mathcal{M} \) is the minimal \( \sigma \)-field containing the sets \( \{ \mu : \mu(E) \leq r \} \), \( E \in \mathcal{M} \), \( r \in [0, 1] \) (which follows from \( \mu \mapsto \int f \, d\mu \) being \( \mathcal{D}_\mathcal{M} \)-measurable if \( f \) is measurable \( [1] \) Theorem III.62]).

Throughout, all probabilities are assumed countably additive. The set of probabilities on a measure space \((\Omega, \mathcal{F})\) is always given the minimal \( \sigma \)-field containing the sets \( \{ P : P(E) \leq r \} \), \( E \in \mathcal{F} \), and \( r \in [0, 1] \). For any measurable mapping, \( f \), between measure spaces \((\Omega, \mathcal{F}) \) and \((\Omega', \mathcal{F}')\) and any probability \( Q \) on \((\Omega, \mathcal{F})\), the image law of \( Q \) under \( f \) is denoted \( f(Q) \) and defined as the probability on \((\Omega', \mathcal{F}')\) giving mass \( Q(f^{-1}(E')) \) to every \( E' \in \mathcal{F}' \). If \( \Pi \) is a set of probabilities, then \( f(\Pi) \) denotes \( \{ f(Q) : Q \in \Pi \} \). This paper will give a set of necessary and sufficient conditions for a set of probabilities to have the following property.

Definition 1. A set of probabilities, \( \Pi \), on a measure space \((\Omega, \mathcal{F})\) is descriptively complete if for every Polish space \((M, d)\) and every non-empty measurable \( A \subset \Delta(M) \), there exists a measurable \( X : \Omega \to M \) such that \( X(\Pi) = A \).
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Descriptive completeness is a set-valued version of the first part of Skorohod’s representation theorem [10] Thm. 3.1.1: if \( \lambda \) is Lebesgue measure (aka the uniform distribution) on \([0, 1]\) with its usual Borel \( \sigma \)-field and \( \rho(\mu_n, \mu_0) \rightarrow 0 \) in \( \Delta(M) \), then there exist measurable functions, \( X_n, X_0 : [0, 1] \rightarrow M \) such that

\[
\begin{align*}
\text{Sko}(a) & \quad X_n(\lambda) = \mu_n, \ X_0(\lambda) = \mu_0, \text{ and} \\
\text{Sko}(b) & \quad \lambda(\{s \in [0, 1] : X_n(s) \rightarrow X_0(s)\}) = 1.
\end{align*}
\]

Blackwell and Dubins [2] give the following simultaneous Skorohod theorem: There exists a jointly measurable \( h : \Delta(M) \times [0, 1] \rightarrow M \) such that

\[
\begin{align*}
\text{Bl-Du}(a) & \quad \text{for all } \mu \in \Delta(M), \ h(\mu, \lambda) = \mu, \text{ and} \\
\text{Bl-Du}(b) & \quad \text{if } \rho(\mu_n, \mu_0) \rightarrow 0, \text{ then } \lambda(\{s \in [0, 1] : h(\mu_n, s) \rightarrow h(\mu_0, s)\}) = 1.
\end{align*}
\]

Taking \( X_n(s) = h(\mu_n, s) \) in \( \text{Bl-Du}(a) \) and \( \text{Bl-Du}(b) \) recovers \( \text{Sko}(a) \) and \( \text{Sko}(b) \).

Since the composition of measurable functions is measurable, we can replace the probability \( \lambda \) on \([0, 1]\) with any non-atomic \( P \) on any measure space \((\Omega, \mathcal{F})\): because \( P \) is non-atomic, there exists a measurable \( f : \Omega \rightarrow [0, 1] \) such that \( f(P) = \lambda \); if \( X : [0, 1] \rightarrow M \) is measurable and \( X(\lambda) = \mu \), then the composition \( X \circ f \) is measurable and \( X(f(P)) = \mu \); if \( (\mu, s) \mapsto h(\mu, s) \) is jointly measurable and \( h(\mu, \lambda) = \mu \), then \( (\mu, \omega) \mapsto h(\mu, f(\omega)) \) is jointly measurable and \( h(\mu, f(P)) = \mu \).

A useful example of a descriptively complete set of probabilities has \( \Omega^\circ = [0, 1] \times [0, 1], \mathcal{F}^\circ \) its usual Borel \( \sigma \)-field, and \( \Pi^\circ = \{\lambda_r : r \in [0, 1]\} \) where for each \( r \in [0, 1], \lambda_r \) denotes the uniform distribution on \( \{r\} \times [0, 1] \).

**Lemma 1.** \( \Pi^\circ \) is descriptively complete.

Throughout, we use the Borel isomorphism theorem: if \( B \) is a measurable subset of a Polish space \((M, d)\) and \( B' \) a measurable subset of a Polish space \((M', d')\), then there is a measurable bijection with measurable inverse between \( B \) and \( B' \) iff they have the same cardinality (e.g. [3] Theorem III.20 or [5] Theorem 13.1.1]).

**Proof.** For any non-empty measurable \( A \subset \Delta(M) \), the Borel isomorphism theorem guarantees the existence of a measurable onto function, \( \psi_A : [0, 1] \rightarrow A \). Let \( h(\cdot, \cdot) \) be the Blackwell-Dubins function. The mapping \( X(r, s) := h(\psi_A(r), s) \) is measurable, and for each \( r \in [0, 1], X(\lambda_r) = \psi_A(r) \) so that \( X(\Pi^\circ) = A \). \( \square \)

**Lemma 1** contains a characterization of descriptive completeness. Because \( \Omega^\circ \) is a Polish space, a necessary condition for \( \Pi \) to be descriptively complete is the existence of a measurable \( X : \Omega \rightarrow \Omega^\circ \) such that \( X(\Pi) = \Pi^\circ \). Since the composition of measurable functions is measurable, by **Lemma 1** the existence of such an \( X \) is also sufficient for \( \Pi \) to be descriptively complete. We will show that there exists a measurable \( X \) with \( X(\Pi) = \Pi^\circ \) iff \( \Pi \) satisfies the following.

**Definition 2.** A set of probabilities, \( \Pi \), on a measure space \((\Omega, \mathcal{F})\) is measurably mutually orthogonal and simultaneously Skorohod (mmosS) if

\( (a) \) there exists a measurable, onto \( d : \Pi \rightarrow [0, 1] \) and a measurable, onto \( \varphi : \Omega \rightarrow [0, 1] \) such that for all \( r \in [0, 1], \) for all \( P \in d^{-1}(r), \) \( P(\varphi^{-1}(r)) = 1, \) and

\( (b) \) for every Polish space \((M, d)\) and every \( \mu \in \Delta(M) \), there exists a measurable \( f : \Omega \rightarrow M \) such that for all \( P \in \Pi, f(P) = \mu. \)

\(^1\) After replacing filter (filtre) with sequence (suite), a slightly stronger statement and complete proof is in Théorème 1.3.2. in [9]
The condition in Definition 2(a) is a measurable version of the requirement that \( \Pi \) can be partitioned into sets of mutually orthogonal probabilities: if \( P_r \in d^{-1}(r) \) and \( P_s \in d^{-1}(s) \), \( r \neq s \), then \( P_r \) and \( P_s \) are mutually orthogonal (have disjoint carriers) because \( \varphi^{-1}(r) \) and \( \varphi^{-1}(s) \) are disjoint. The condition in Definition 2(b) requires that each \( P \in \Pi \) be non-atomic, which guarantees that for every \( P \) and \( \mu \in \Delta(M) \) there exists a measurable \( f_P : \Omega \to M \) with \( f_P(P) = \mu \). The simultaneity condition is that a single measurable \( f \) serve for all of the \( P \in \Pi \).

The weak* Hausdorff metric is given

\[
d_H(A, B) = \inf \{ \epsilon \geq 0 : (\forall \mu \in A)(\exists \nu \in B)[\rho(\mu, \nu) < \epsilon],
\]

\[
(\forall \nu \in B)(\exists \mu \in A)[\rho(\mu, \nu) < \epsilon]\}
\]

for \( A, B \in K(\Delta(M)) \), the class of non-empty, compact subsets of \( \Delta(M) \). Let \( KCon(\Delta(M)) \) denote the \( d_H \)-closed subclass of non-empty, compact, and convex subsets of \( \Delta(M) \). Restricted to the compact subsets, the Hausdorff metric is equivalent for equivalent metrics on \( \Delta(M) \). Give \( K(\Delta(M)) \) the Borel \( \sigma \)-field generated by the weak* Hausdorff metric, and give every product of measurable spaces the product \( \sigma \)-field.

**Theorem 1.** A set of probabilities, \( \Pi \), on \( (\Omega, \mathcal{F}) \) is descriptively complete iff it is mmosS, and if \( \Pi \) is descriptively complete, then

(a) for any sequence \( K_n, K_0 \) of compact subsets of \( \Delta(M) \) with \( d_H(K_n, K_0) \to 0 \), there exists a sequence of measurable functions, \( X_n, X_0 : \Omega \to M \) such that \( X_n(\Pi) = K_n, X_0(\Pi) = K_0 \), and for all \( P \in \Pi \), \( P(\{ \omega : X_n(\omega) \to X_0(\omega) \}) = 1 \), and

(b) there exists a jointly measurable \( H : KCon(\Delta(M)) \times \Omega \to M \) such that for all \( K \in KCon(\Delta(M)) \), \( H(K, \Pi) = K \), and if \( d_H(K_n, K_0) \to 0 \), then for all \( P \in \Pi \), \( P(\{ \omega : H(K_n, \omega) \to H(K_0, \omega) \}) = 1 \).

Theorem 2(a) is the extension of Skorohod’s representation theorem to compact sets of probabilities while Theorem 2(b) is the extension of the Blackwell-Dubins simultaneous Skorohod theorem to compact convex sets of probabilities. The next section gives the proof, the following discusses related work and extensions.

2. Proof

Theorem 2 concerns a representation result for measurable sets and two continuity results: the extension of the Skorohod continuity result to arbitrary compact sets of probabilities; and the extension of the simultaneous Skorohod result to compact and convex sets of probabilities. We cover these in turn.

Throughout, in a metric space \( (X, d) \), for \( \epsilon > 0 \) and \( x \in X \), \( B_\epsilon(x) := \{ y \in X : d(x, y) < \epsilon \} \), is the open ball of radius \( \epsilon \) around \( x \). The following alternative notion of the convergence of sets will appear frequently below.

**Definition 3.** For a sequence \( F_n \) of closed subsets of a metric space \( (X, d) \), \( x \) is a limit point of \( F_n \) if for all \( \epsilon > 0 \), \( \{ n : B_\epsilon(x) \cap F_n \neq \emptyset \} \) has finite complement and \( x \) is an accumulation point of \( F_n \) if for all \( \epsilon > 0 \), \( \{ n : B_\epsilon(x) \cap F_n \neq \emptyset \} \) is infinite. The set of limit points is the **lower closed limit**, denoted \( \text{Li}(F_n) \), the set of accumulation points is the **upper closed limit**, denoted \( \text{Ls}(F_n) \). The sequence \( F_n \) converges to \( F_0 \) in the **Kuratowski-Painlevé** sense, written \( F_0 = KP\text{-}\lim_n F_n \), if \( \text{Li}(F_n) = \text{Ls}(F_n) = F_0 \).
2.1. Representation. Since the composition of measurable functions is measurable, by Lemma 2 it is sufficient to show that \( \Pi \) is mmosS iff there exists a measurable \( X : \Omega \to \Omega^o \) such that \( X(\Pi) = \Pi^o \). Suppose first that \( \Pi \) is mmosS, let \( f : \Omega \to [0,1] \) have the property that for all \( P \in \Pi \), \( f(P) = \lambda \), and let \( \varphi \) and \( d \) be the functions given in Definition 2. Define \( X(\omega) \in \Omega^o \) by \( X(\omega) = (\varphi(\omega), f(\omega)). \) Defining \( \Pi_r = d^{-1}(r), \) for \( r \in [0,1] \) and all \( P \in \Pi_r \), \( X(P) = \lambda_r \) so that \( X(\Pi) = \Pi^o \).

Now suppose that there exists a measurable \( X : \Omega \to \Omega^o \) such that \( X(\Pi) = \Pi^o \). For each \( \omega, X(\omega) \) is a vector in \([0,1] \times [0,1] \), denoted \( X(\omega) = (X_r(\omega), X_s(\omega)) \). Define \( \varphi(\omega) = X_r(\omega). \) We first verify the measurable mutual orthogonality. The mapping \( Q \mapsto X(Q) \) from probabilities on \((\Omega, \mathcal{F})\) to probabilities on \(\Omega^o\) is measurable, and the mapping from \(\Pi^o\) to \([0,1]\) defined by \( \gamma(\lambda_r) = r \) is measurable. For \( P \in \Pi \), define \( d(P) = \gamma(X(P)) \). If \( d(P) = r \), then \( P(X^{-1}(\{r\} \times [0,1])) = P(\varphi^{-1}(r)) = 1. \) We now verify the simultaneous Skorohod property. Skorohod’s representation theorem implies that for any \( \mu \in \Delta(M) \), there exists a measurable \( g : [0,1] \to M \) such that \( g(\lambda) = \mu \). Define \( f(\omega) = g(X_s(\omega)) \). Since \( X_s(P) = \lambda \) for all \( P \in \Pi \), \( f(P) = \mu \) for all \( P \in \Pi \). \( \square \)

2.2. Compact sets of probabilities. We now turn to the proof of Theorem 1a. Let \( K_n, K_0 \) be a sequence of compact subsets of \( \Delta(M) \) with \( d_H(K_n, K_0) \to 0. \) Since the composition of measurable functions is measurable, it is sufficient to prove the result for \( \Pi^o \), that is, it is sufficient to show that there exists a sequence of measurable functions, \( X_0, X_0 : \Omega^o \to M \) such that \( X_n(\Pi^o) = K_n, X_0(\Pi^o) = K_0, \) and for all \( \lambda_r \in \Pi^o, \lambda_r((r,s) : X_n(r,s) \to X_0(r,s)) = 1. \)

If \( d_H(K_n, K_0) \to 0, \) then \( K_0 = \text{L}(K_n) = \text{Ls}(K_n), \) i.e. \( K_0 = K^P \)-\text{lim}_n K_n \( ^2 \) Because \( (\Delta(M), \rho) \) is complete, a sequence in \( \Delta(M) \) converges iff it is Cauchy. Let \( X = \times_{n=1}^\infty K_n \) and let \( X^C \) denote the set of \( x = (\mu_n)_{n=1}^\infty \subset X \) such that \( n \mapsto \mu_n \) is a Cauchy sequence in \( \Delta(M) \). Because \( x = (\mu_n)_{n=1}^\infty \) being a Cauchy sequence puts no restriction on the value of any particular \( \mu_n \), \( \text{proj}_n X^C = K_n \) for each \( n \in \{1,2,\ldots\} \). Therefore, since \( K_0 = K^P \)-\text{lim}_n K_n, K_0 is the set of limits of sequences in \( X^C. \)

Because each \( K_n \) is compact, \( X^C \) is compact, when given the product topology. The set \( X^C \) is measurable \( ^3 \) hence by the Borel isomorphism theorem, there exists a measurable onto \( \psi : [0,1] \to X^C. \) For \( n \geq 1, \) let \( X_n(r,s) = h(\psi_n(r), s) \) where \( h(\cdot, \cdot) \) is the Blackwell-Dubins function and \( \psi_n(r) = \text{proj}_n(\psi(r)). \) For each \( n, X_n(\lambda_r) = \psi_n(r) \) so that \( X_n(\Pi^o) = K_n. \) For each \( r, \lim_n \psi_n(r) \) exists because \( \psi(r) \) is a Cauchy sequence. Let \( \psi_0(r) = \lim_n \psi_n(r) \) and note that \( \psi_0([0,1]) = K_0 \) so that \( X_0(r,s) := h(\psi_0(r), s) \) has the property that \( X_0(\Pi^o) = K_0. \) By the continuity of the Blackwell-Dubins functions, \( \Box \) for each \( \lambda_r \in \Pi^o, \lambda_r((r,s) : X_n(r,s) \to X_0(r,s)) = 1. \) \( \square \)

2.3. Compact convex sets of probabilities. We now turn to Theorem 1b. Let \( K_n \) belong to \( \text{KCon}(\Delta(M)) \), the class of non-empty, compact, and convex subsets of \( \Delta(M) \) and suppose that \( d_H(K_n, K_0) \to 0. \) As above, it is sufficient to prove the result for \( \Pi^o. \) The following simultaneous retract result is useful.

**Lemma 2.** There exists a jointly continuous \((K, \mu) \mapsto f_K(\mu) \) from \( \text{KCon}(\Delta(M)) \times \Delta(M) \) to \( \Delta(M) \) such that for all \((K,\mu), f_K(\mu) \in K, \) and if \( \mu \in K, \) then \( f_K(\mu) = \mu. \)

\( ^2 \)If \( x \in K_0, \) then for all \( \epsilon > 0, B_\epsilon(x) \cap K_0 \neq \emptyset \) for all large \( n. \) If \( x \notin K_0, \) pick \( \epsilon > 0 \) so that \( B_{2\epsilon}(x) \cap K_0 = \emptyset. \) For \( n \) large enough that \( d_H(K_n, K_0) < \epsilon, B_\epsilon(x) \cap K_n = \emptyset. \)

\( ^3 \)\( X^C = \cap_m \cup_n \cap_{j,k \geq N} G(m,j,k) \) where \( G(m,j,k) = \{(\mu_n)_{n=1}^\infty \subset X : \rho(\mu_j, \mu_k) < 1/m\}. \)
Proof. The following $\ell_2$-based metric on $\Delta(M)$ induces weak* convergence and has strictly convex closed balls: let $\{u_i : i \in \mathbb{N}\}$ be a set of continuous functions with $|u_i(x)| \leq 1$ for all $x \in M$ such that $\mu_i$, weak* converges to $\mu_0$ if $\int u_i \, d\mu_i \to \int u_i \, d\mu_0$ for all $i \in \mathbb{N}$; define $\rho_2(\mu, \nu) = \left( \sum_i \frac{1}{2} (\int u_i \, d\mu - \int u_i \, d\nu)^2 \right)^{\frac{1}{2}}$. For each $\mu \in \Delta(M)$ and each non-empty, compact, convex $K \subset \Delta(M)$, there exists a minimizer for the problem $\min_{\nu \in K} \rho_2(\mu, \nu)$ because $K$ is compact and the distance function is continuous, and the minimizer is unique because $K$ is convex and $\rho_2$ has strictly convex closed balls. Let $f\text{m}\text{in}\text{im}(\mu)$ be that minimizer. 

Returning to the proof of Theorem 1 because $\Delta(M)$ is an uncountable Polish space, there exists a measurable bijection with measurable inverse, $\psi : [0,1] \leftrightarrow \Delta(M)$. Define $H(K, (r, s)) = h(f_K(\psi(r)), s)$ where $h(\cdot, \cdot)$ is the Blackwell-Dubins function. The joint measurability is clear, and for any $\lambda_r \in \Pi^c$ and any $K \in K\text{Con}(\Delta(M))$, $H(K, \lambda_r) = f_K(\psi(r))$ so $H(K, \Pi^c) = K$. Finally, $d_H(K_n, K_0) \to 0$ implies that $f_{K_n}(\mu) \to f_{K_0}(\mu)$ for every $\mu$, so $\lambda_r(\{(r, s) : H(K_n, (r, s)) \to H(K_0, (r, s))\}) = 1$. 

3. Related work and extensions

We first discuss how interest in both the representation and the continuity parts of Theorem 1 arose from models of choice in the presence of ambiguity. We then turn to the possibilities of generalizing the continuity parts of Theorem 1 from compact sets to closed sets. This is related to the continuity of the cores of random closed sets and leads to a counter-example to [11, Theorem 1].

3.1. On the relation with decision theory. Decision theory in the face of uncertainty has two main models, related by change of variables, one due to von Neumann and Morgenstern [12], the other to Savage [9]. Both models use a space of consequences, usually a Polish space in applications, and one of them also has a measure space of states, $(\Omega, \mathcal{F})$.

Seventy years ago, von Neumann and Morgenstern [12, Ch. 3.6] gave a short axiomatic foundation for preferences over distributions on $M$. A preference, $\succeq$, on $\Delta(M)$ is a complete, transitive, binary relation on $\Delta(M)$. Preferences satisfying their axioms can be represented by $\mu \succeq \nu$ iff

\[
(2) \quad \int_M u(x) \, d\mu(x) \geq \int_M u(x) \, d\nu(x),
\]

where $u \in C_b(M)$ is unique up to positive affine transformations. A decade later, Savage’s work provided an axiomatic foundation for preference over measurable functions (random variables) from a state space, $(\Omega, \mathcal{F})$, to $M$. Preferences over measurable functions satisfying his axioms can be represented by $X \succeq Y$ iff

\[
(3) \quad \int_\Omega u(X(\omega)) \, dP(\omega) \geq \int_\Omega u(Y(\omega)) \, dP(\omega),
\]

where $P$ is a unique non-atomic probability, often interpreted as a Bayesian prior distribution, and $u \in C_b(M)$ is unique up to positive affine transformations.

The approaches are directly related by change of variables, taking $\mu = X(P)$ and $\nu = Y(P)$, the integrals on both sides of the inequalities in (2) and (3) are
the same. If $M$ is a Polish space and $P$ is non-atomic, then $\text{Skol}(a)$ implies domain equivalence, i.e. the set of choice situations that can be modeled by the two approaches is the same, and the continuity result, $\text{Skol}(b)$ implies that problems involving convergence in distribution $\mu_n \rightarrow \mu_0$ can be analyzed using the stronger convergence condition $X_n \rightarrow X_0$ a.e.

Over the last several decades, the systematic inability of either approach to explain behavior in the face of ambiguity, understood as partially known probabilities, has led many to replace Savage’s single prior, $P$, with a set of priors, $\Pi$ (see e.g. the monograph [7]). A well-studied class of preferences over functions is given by $\sigma \mapsto \rightarrow$

Example 1. Let $\Omega = \{0, 1\}^\mathbb{N}$, let $\mathcal{F}$ be the product $\sigma$-field, and for each $n \in \mathbb{N}$, let $\mathcal{F}_n$ be the minimal sub-$\sigma$-field making the mapping $\omega \mapsto (\omega_1, \ldots, \omega_n)$ measurable. Define $\phi(\omega) = \lim \inf_n \frac{1}{n} \# \{k \leq n : \omega_k = 1\} \in [0, 1]$. For each $r \in (0, 1)$, let $P_r$ be the distribution on $\Omega$ of an independent and identically distributed sequence of Bernoulli$(r)$ random variables, set $\Pi = \{P_r : r \in (0, 1)\}$, and define $\Phi(\omega) = P_{\phi(\omega)}$. By the strong law of large numbers, for each $r$, $P_r(\phi^{-1}(r)) = 1$ so that $\Pi$ is strongly zero-one.

A canonical example illustrates the connection between strongly zero-one sets of probabilities and consistent estimators.

Example 1. Let $\Omega = \{0, 1\}^\mathbb{N}$, let $\mathcal{F}$ be the product $\sigma$-field, and for each $n \in \mathbb{N}$, let $\mathcal{F}_n$ be the minimal sub-$\sigma$-field making the mapping $\omega \mapsto (\omega_1, \ldots, \omega_n)$ measurable. Define $\phi(\omega) = \lim \inf_n \frac{1}{n} \# \{k \leq n : \omega_k = 1\} \in [0, 1]$. For each $r \in (0, 1)$, let $P_r$ be the distribution on $\Omega$ of an independent and identically distributed sequence of Bernoulli$(r)$ random variables, set $\Pi = \{P_r : r \in (0, 1)\}$, and define $\Phi(\omega) = P_{\phi(\omega)}$. By the strong law of large numbers, for each $r$, $P_r(\phi^{-1}(r)) = 1$ so that $\Pi$ is strongly zero-one. If $\omega$ is distributed according to one of the $P_r \in \Pi$, interest centers on finding consistent estimators of $r$, that is, a sequence of $\mathcal{F}_n$-measurable functions $\hat{r}_n : \Omega \rightarrow [0, 1]$ such that for each $P_r \in \Pi, P_r(\{\omega : \hat{r}_n(\omega) \rightarrow r\}) = 1$. An obvious choice is $\hat{r}_n = \frac{1}{n} \# \{k \leq n : \omega_k = 1\}$.

A measure space is standard if it is measurable isomorphic to an uncountable Borel measurable subset of a Polish space. It can be shown that every uncountable, measurable, strongly zero-one set of non-atomic probabilities on a standard space is
3.3. Relaxing compactness to closedness. The strategy of proof for Theorem [1(a)] can be adapted to sequences of closed sets. There are, however, some subtle issues of the choice of topology on the class of closed sets that must be considered. It seems difficult to adapt the strategy of proof for Theorem [1(b)] to closed convex subsets. For a metric space \((X,d)\), let \(\text{Cl}(X)\) denote the set of non-empty closed subsets of \(X\). Of interest are the relations between \(\text{Cl}(M)\) and \(\text{Cl}(\Delta(M))\).

3.3.1. Sequences of Closed Sets. The following is a direct parallel to Theorem [1(a)].

**Corollary 1(a).** If \(\Pi\) is descriptively complete, then for any sequence \(F_n, F_0\) of closed subsets of \(\Delta(M)\) with \(F_0 = KP\)-\(\lim_n F_n\), there exists a sequence of measurable functions, \(X_n, X_0 : \Omega \rightarrow M\) such that \(X_n(\Pi) = F_n\), \(X_0(\Pi) = F_0\), and for all \(P \in \Pi\), \(P\{\omega : X_n(\omega) \to X_0(\omega)\}\) = 1.

**Proof.** As before, it is sufficient to prove this for \(\Pi^0\). Let \(\mathcal{X} = \times_{n=1}^{\infty} F_n\) and let \(\mathcal{X}^C\) denote the set of \(x = (\mu_n)_{n=1}^{\infty} \in \mathcal{X}\) such that \(n \rightarrow \mu_n\) is a Cauchy sequence. Being the product of Polish spaces, \(\mathcal{X}\) is Polish when given the product topology, \(\mathcal{X}^C\) is a measurable subset, hence there exists a measurable onto \(\psi : [0,1] \rightarrow \mathcal{X}^C\). Define \(X_n(r, s) = h(\psi_n(r), s)\) and \(X_0(r, s) = h(\psi_0(r), s)\) where \(\psi_0(r) := \lim_n \psi_n(r)\) and \(h(\cdot, \cdot)\) is the Blackwell-Dubins function. \(\square\)

In the compact case, \(K_0 = KP\)-\(\lim_n K_n\) if \(d_H(K_n, K_0) \to 0\), so Theorem [1(a)] is useful for problems in which compactness of the sets of probabilities and continuity with respect to the Hausdorff topology can be used. For Corollary [1(a)] to have a similar utility, we need a topology on \(\text{Cl}(\Delta(M))\) yielding Kuratowski-Painlevé convergence of closed sets. However, Kuratowski-Painlevé convergence of closed subsets of \((X,d)\) is not topological unless \(X\) is locally compact (e.g. [8]), and \(\Delta(M)\) is locally compact in the weak* topology iff \(\Delta(M)\) is compact\(^4\) in which case closed sets are compact and there is no extra value to Corollary [1(a)]. Alternative choices of topology include the Wijsman, the Fell, and the Vietoris topology, all three of which agree when \(\Delta(M)\) is (locally) compact.

The Wijsman topology is Polish and can be metrized by the (generally non-complete) metric \(\rho_W(F, F') = \sum_i \frac{1}{2^i} \min\{1, |\rho(\mu_i, F) - \rho(\mu_i, F')|\}\) where \(\{\mu_i : i \in \mathbb{N}\}\) is a dense subset of \(\Delta(M)\). Unlike the Hausdorff topology for compact sets, the Wijsman topology depends on the metric: metrics on \(\Delta(M)\) with the same uniformity can lead to different Wijsman topologies; metrics leading to the same Wijsman topology can have different uniformities. However, if \(\rho_W(F_n, F_0) \to 0\), then \(F_0 = KP\)-\(\lim_n F_n\) (see [1] Sections 2.1, 2.2, and 2.5 for these). Thus, Corollary [1(a)] is useful for problems in which closedness of the sets of probabilities and continuity with respect to one of the Wijsman topologies can be used.

The Vietoris and the Fell topologies are unsatisfactory for different reasons. A sequence \(F_n\) converges to \(F_0\) in \(\text{Cl}(\Delta(M))\) in the Vietoris topology iff it converges in each Wijsman topology generated by a metric on \(\Delta(M)\) inducing the weak* topology. This kind of convergence is extremely demanding, sequences that “should” converge in applications often do not when \(M\), hence \(\Delta(M)\), fails to be compact.

\(^4\)If \(\Delta(M)\) is locally compact, then for any \(\mu \in M\), there exists an open neighborhood \(G_\mu\) of \(\mu\) with compact closure. For small enough \(r > 0\), \(A_r := ((1-r)p + r\Delta(M)) \subset G_\mu\). For the closure of \(A_r\) to be compact, \(\Delta(M)\) must be compact.
While the Vietoris topology is larger (has more open sets) than the Wijsman topology, the Fell topology is smaller. The Fell topology is not metrizable: the sequential closure of a class of sets does not imply closure of the class; and Fell-continuity of functions on $\text{Cl}(\Delta(M))$ is not determined by sequences of closed sets. This means that Fell continuity is not a good match with Corollary 1(a) even though, for sequences, not nets, if $F_n$ converges in the Fell topology to $F_0$, then $F_0 = \text{KP-}\text{lim}_n F_n$ as well (see [1, Section 5.1-2] for these).

3.3.2. Sequences of closed convex sets. The essential problem in extending the proof strategy used for the simultaneous Skorohod result, Theorem 1(b), to closed sets is finding a substitute for the simultaneous retract result given in Lemma 2. The continuous linear imbedding of $\Delta(M)$ in a Hilbert space works for compact convex sets because compactness survives the imbedding, and this guarantees that a distance minimizer exists. For closed convex sets of probabilities that imbue not only as relatively closed subsets of the range but as closed subsets of the entire Hilbert space, one can guarantee the existence of minimizers, but not all closed convex sets belong to this class. Our attempts at alternative proof strategies for Lemma 2 have foundered on this point, but we do not have a counterexample.

3.3.3. The closed sets $\Delta(B)$. For $B$ a non-empty, measurable subset of $M$, the set of probabilities with $\mu(B) = 1$ is denoted $\Delta(B)$, and $\Delta(B)$ is a closed subset of $\Delta(M)$ iff $B$ is a closed subset of $M$. In choice problems, knowing only that the probability belongs to $\Delta(B)$ corresponds to knowing that the true distribution concentrates on $B$ but having no knowledge of the relative likelihoods of different subsets of $B$. When the $B_n$ are compact, $B_0 = \text{KP-}\text{lim}_n B_n$ iff $\Delta(B_n) = \text{KP-}\text{lim}_n \Delta(B_n)$. The relation is more delicate when the $B_n$ are closed but not necessarily compact.

If we replace the metric $d(x, y)$ by the equivalent metric $d'(x, y) = d(x, y)/(1 + d(x, y))$, the metric space $(M, d')$ is also Polish and the Wijsman topology on $\text{Cl}(M)$ is unchanged (see [1, Theorem 2.1.10]). Associated with the metric $d'$ on $M$ is the Prohorov metric $\rho'$ on $\Delta(M)$, given by

$$\rho'(\mu, \nu) = \inf\{\varepsilon > 0 : (\forall E \in \mathcal{X})[\mu(E) \leq \nu(E^\varepsilon) + \varepsilon]\},$$

where $E^\varepsilon := \bigcup_{x \in E} \{y \in X : d'(x, y) < \varepsilon\}$ is the $\varepsilon$-enlargement of the set $E$ using the metric $d'(\cdot, \cdot)$.

The proof of Lemma 3 will use the following observations: $\rho'(\mu_n, \mu) \to 0$ iff $\int u \, d\mu_n \to \int u \, d\mu$ for all bounded continuous $u : M \to \mathbb{R}$, that is, iff $\mu_n$ converges to $\mu$ in the weak* topology ([5, Theorem 11.3.3]); working with complements, one can show that $\mu(E) \leq \nu(E^\varepsilon) + \varepsilon$ for all measurable $E$ iff $\nu(E) \leq \mu(E^\varepsilon) + \varepsilon$ for all measurable $E$ ([5, Theorem 11.3.1]); $E^\varepsilon = (\text{cl}(E))^\varepsilon$ so one can replace measurable sets with closed ones in ([5, Corollary 11.5.5]): $(\Delta(M), \rho')$ is Polish because $(M, d')$ is Polish ([5, Corollary 11.5.5]); for $x \in X$, letting $\delta_x(E) = 1_E(x) \in \Delta(X)$ denote point mass on $x$, $\rho'(\delta_x, \delta_y) = d'(x, y)$, and consequently, for $F \in \text{Cl}(M)$, $\rho'(\delta_x, \Delta(F)) = d'(x, F)$; and finally, if $g : M \to M$ is a measurable function satisfying $d'(x, g(x)) < r$ for all $x \in M$, then for any $\mu \in \Delta(M)$, if $\nu = g(\mu)$, then $\rho'(\mu, \nu) \leq r$ because for all measurable $E$, $g^{-1}(E) \subset E^r$.

Let “$\to_{\tau_W(d')}$” denote convergence in the Wijsman topology on $\text{Cl}(M)$ generated by the metric $d'$, and “$\to_{\tau_W(\rho')}$” denote convergence in the Wijsman topology on
\( \text{Cl}(\Delta(M)) \) generated by the metric \( \rho' \). We have the following relation between these two modes of convergence\(^5\).

**Lemma 3.** \( \Delta(B_n) \xrightarrow{\tau_W} \Delta(B_0) \) iff \( B_n \xrightarrow{\tau_W(d')} B_0 \).

**Proof.** Suppose first that \( \Delta(B_n) \xrightarrow{\tau_W} \Delta(B_0) \). Pick an arbitrary \( x \in X \) and let \( \delta_x \) denote point mass on \( x \). By assumption, \( \rho'(\delta_x, \Delta(B_n)) \rightarrow \rho'(\delta_x, \Delta(B_0)) \). This implies that \( d'(x, B_n) \rightarrow d'(x, B_0) \), that is, \( B_n \xrightarrow{\tau_W(d')} B_0 \).

Now suppose that \( B_n \xrightarrow{\tau_W(d')} B_0 \) and fix an arbitrary \( \mu \in \Delta(M) \). We show that

\[ \limsup_n \rho'(\mu, \Delta(B_n)) \leq (1) \rho'(\mu, \Delta(B_0)) \leq (2) \liminf_n \rho'(\mu, \Delta(B_n)). \]

Let \( r = \rho'(\mu, \Delta(B_0)) \).

(1) Picking arbitrary \( \epsilon > 0 \), it is sufficient to show that \( \limsup_n \rho'(\mu, \Delta(B_n)) < r + \epsilon \). The denseness of the compactly supported probabilities in \( \Delta(B_0) \) implies that there is a compact \( K \subset B_0 \) and a \( \gamma \in \Delta(B_0) \) with \( \gamma(K) = 1 \) such that \( |r - \rho'(\mu, \gamma)| < \epsilon/2 \). By the assumption that \( B_n \xrightarrow{\tau_W(d')} B_0 \), in particular, for every \( x \in K \), \( d'(x, B_n) \rightarrow d'(x, B_0) \). Because \( K \subset B_0 \), \( d'(x, B_0) = 0 \). The functions \( x \mapsto d'(x, B_0) \) on \( K \) have Lipschitz constant 1, hence converge uniformly to 0 on \( K \). Pick \( N \) such that for all \( n \geq N \), \( |d'(x, B_n)| < \epsilon/4 \). By measurable selection, for each \( n \geq N \), there exists a measurable function \( g_n : K \to B_0 \) such that \( d'(x, g_n(x)) < \epsilon/2 \) for all \( x \in K \), and this can be extended to \( M \) by setting \( g_n(x) = x \) for \( x \notin K \). Letting \( \gamma_n = g_n(\gamma) \), we have \( \rho'(\gamma, \gamma_n) \leq \epsilon/2 \). Since \( \gamma_n \in \Delta(B_n) \), we have \( \rho'(\mu, \Delta(B_0)) \leq \rho'(\mu, \gamma_n) + |\rho'(\mu, \gamma_n) - \rho'(|\mu, \gamma_n)| < \epsilon/2 + \epsilon/2 \), we have \( \limsup_n \rho'(\mu, \Delta(B_n)) < r + \epsilon \).

(2) Picking arbitrary \( \epsilon > 0 \), it is sufficient to show that \( \liminf_n \rho'(\mu, \Delta(B_n)) > r - \epsilon \). The denseness of the probabilities with finite support implies that there is no loss in assuming that \( \mu \) is of the form \( \sum_i \alpha_i \delta_{x_i} \). We first show that (a) there is a finitely supported \( \gamma = \sum_i \alpha_i \delta_{y_i} \in B_0 \), such that \( |\rho'(\mu, \gamma) - r| < \epsilon/2 \), and then show that (b) for large \( n \), there exists \( \gamma_n \in \Delta(B_n) \) such that \( \rho'(\mu, \gamma_n) < \epsilon/2 \). These two imply that for large \( n \), \( \rho'(\mu, \Delta(B_n)) > r - (\epsilon/2 + \epsilon/2) \), completing the proof.

(a) The Ky Fan metric for measurable functions \( g, h \) mapping a probability space \( (\Omega, \mathcal{F}, P) \) to \( (M, d) \) is \( \alpha_d(g, h) = \inf \{ \delta > 0 : P(\{ d(f, g) > \delta \}) < \delta \} \). Strassen’s Theorem [3] Corollary 11.6.4 connects the metric \( \alpha_d(\cdot, \cdot) \) to the metric \( \rho(\cdot, \cdot) \) as follows: if \( (\Omega, \mathcal{F}, P) \) is non-atomic and \( (M, d) \) is Polish, then for any two probabilities \( \mu, \nu \in \Delta(M) \), there exist measurable functions \( g, h : \Omega \to M \) such that \( g(P) = \mu, h(P) = \nu, \) and \( \alpha_d(g, h) = \rho(\mu, \nu) \). If \( g(P) \) is equal to \( \mu \), that is, \( g(P) = \sum_i \alpha_i \delta_{x_i} \), then (ignoring sets of measure 0) there exists a measurable partition, \( \{ E_i : i = 1, \ldots, I \} \), of \( \Omega \) such that \( g(\omega) = \sum_i x_i 1_{E_i}(\omega) \) with \( P(E_i) = \alpha_i \). Any measurable \( h \to M \) gives rise to the function \( f_h : \Omega \to \mathbb{R}_+ \) defined by \( f_h(\omega) = \sum_i d'(x_i, h(\omega)) 1_{E_i}(\omega) \), and \( \alpha_d(g, h) = \inf \{ \delta > 0 : \mu(\{ f_h(\omega) > \delta \}) < \delta \} \). If \( h(\omega) \in B_0 \) for all \( \omega \), then \( 0 \leq \sum_i d'(x_i, B_0) 1_{E_i}(\omega) \leq f_h(\omega) \). Picking \( y_i \in B_0 \) such that \( d'(x_i, y_i) - d'(x_i, B_0) < \epsilon/2 \), setting \( h(\omega) = \sum_i y_i 1_{E_i}(\omega) \) and \( \gamma = h(P) \) yields \( \gamma \in \Delta(B_0) \) such that \( |\rho'(\mu, \gamma) - r| < \epsilon/2 \).

(b) By the assumption that \( B_n \xrightarrow{\tau_W(d')} B_0 \), there exists \( N \) such that for each \( n \geq N \) and each \( y_i, i = 1, \ldots, I, \) \( d'(y_i, B_n) - d'(y_i, B_0) < \epsilon/2 \). Since \( y_i \in B_0 \), this implies that for all \( n \geq N \), there exists \( y_{N,i} \in B_0 \) such that \( d'(y_i, y_{N,i}) < \epsilon/2 \). Define \( \gamma_n \in \Delta(B_n) \) by \( \gamma_n = \sum_i \alpha_i \delta_{y_{N,i}} \) such that \( \rho'(\gamma, \gamma_n) < \epsilon/2 \).
3.3.4. On non-convergence in the Vietoris topology. If $\omega \mapsto B(\omega)$ is a measurable mapping from a non-atomic probability space $(\Omega, \mathcal{F}, P)$ to $\mathbf{Cl}(M)$, its closed core can be defined as the closure of the set of $\xi(\omega)$ where $\xi : \Omega \to M$ is measurable and $P(\{\omega : \xi(\omega) \in B(\omega)\}) = 1$. Theorem 1 in [11] claims that if $P(\{\omega : B_n(\omega) \to_{\tau_W(d_0)} B_0(\omega)\}) = 1$, then the closed cores of the $B_n$ converge, in the Vietoris topology for weak* closed sets of probability measures in $\Delta(M)$, to the closed core of $B_0$.

A sequence converges in the Vietoris topology on closed subsets of $\Delta(M)$ if it converges in every Wijsman topology generated by every metric equivalent to the Prohorov metric.

In the special case that $B(\omega) = B$ for all $\omega \in \Omega$, the core of $B$ is $\Delta(B)$. If [11] Theorem 1 were true, we could reach the much stronger conclusion in Lemma 3 that $B_n \to_{\tau_W(d')} B_0$ implies that $\Delta(B_n)$ converges to $\Delta(B_0)$ in the Vietoris topology for the weak* closed subsets of $\Delta(M)$. The following variant of [1] Example 2.1.3 leads to a counter-example to that result.

Example 2. The metric space $M = \mathbb{N} = \{1, 2, \ldots\}$ is complete under the equivalent metrics $d_0(\cdot, \cdot)$ and $d_1(\cdot, \cdot)$ defined by

\[
d_0(m, n) = \begin{cases} 1 & \text{if } m \neq n \\ 0 & \text{if } m = n \end{cases} \quad \text{and} \quad d_1(m, n) = \begin{cases} 1 & \text{if } m = 1, n > 1 \\ 0.5 & \text{if } 1 < m, n, m \neq m \\ 0 & \text{if } m = n \end{cases}.
\]

$d_0$ and $d_1$ are equivalent metrics, which implies that $d'_0 := d_0/(1 + d_0)$ and $d'_1 := d_0/(1 + d_1)$ are also equivalent, induce the same Wijsman topologies on $\mathbf{Cl}(M)$, and their associated Prohorov metrics, $\rho'_0$ and $\rho'_1$, induce the same weak* topology on $\Delta(M)$. Let $B_0 = \{1\}$ and let $B_n = \{1, n, n + 1, n + 2, \ldots\}$. For every $m > 1$, $d'_0(m, B_n) = 0.5 = d_0(m, B_0)$ for every $n > m$, and $d'_0(1, B_n) = d_0(1, B_0) = 0$ so $B_n \to_{\tau_W(d'_0)} B_0$. However, $d'_0(1, 2, B_0) = 0.5/1.5$ for all $n > 2$ but $d'_1(2, B_0) = 0.5$. By Lemma 3 $\Delta(B_n) \to_{\tau_W(\rho'_0)} \Delta(B_0)$ but $\Delta(B_n) \not\to_{\tau_W(\rho'_1)} \Delta(B_0)$.
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